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This study developed a quantitative description and assessment of the risk to the public health 

posed by the contaminants of concern (COCs) at OU1. Potential COCs are identified along with 

applicable scenarios that link the COCs to potentially exposed populations. Estimated 

incremental risks presented by the COCs to which the populations are exposed are then 

compared to EPA guidance. Finally, the uncertainty analysis formalizes and quantifies the 

conclusions drawn regarding the risk of the identified COCs. 

The fist of COCs were derived according to the screening process involving consideration of 

detection frequency, hot spots, statistical comparison to background, toxicity concentration 

Screening, and transformation products. Application of the screening process a list of 22 OU1 

COCs: I ,  l-dichloroethene, carbon tetrachloride, dichlorodifluoromethane, tetrachloroethene, 

total 1,2-dichlarOethene, trichlorofluoromethane, 1 , 1 , 1-trichloroethane, acenaphthene, 

flumthene, chloroform, methylene chloride, trichloroethene, bem(a)anthracene, 

benzo(a)pyrene, benzo@)fluroanthene, benzo(k)fluoranthene, AROCLOR- 1254 (PCB), fluorene, 

pyrene, americium-241, plutonium-239,-240, and dibenzo(a,h)anthracene. 
@ 

Five specific land use scenarios were selected for quantitative assessment based on available 

information, the likelihood of occurence, and traditional regulatory requirements for the 

inclusion of a hypothetical future on-site residential scenario: 
0 

0 

Current Off-site Residential Land Use 
Current On-site Commercial/Industrial Land Use 
Hypothetical Future On-site Residential Land Use 
Hypothetical Future On-site Commercial/Industrial Land Use 
Hypothetical Future On-site Ecological Reserve Land Use 

Exposure point concentrations for each receptor were estimated through the use of fate and 

transport models or from summary statistics of the data. Modeling was used to study the 

m@atkm of V W s  from ground water through soil into a hypothetical future structure, 

concentration of contaminants in sediments in the South Interceptor Ditch, and air dispersion, 

@ ckto&t1992Dnfi 
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0 deposition, and plant uptake of contaminants. Summary statistics of the data were generated 

after substitution for non-detects using a log-probability method capable of processing multiple 

detection limits. 

Risks were estimated by multiplying receptor intakes by toxicity constants according to standard 

regulatory methods. Toxicity constants for all contaminants, except for polycyclic aromatic 

hydrocarbons (PAHs), were taken directly from the integrated risk information system (IRIS) 

and health effects assessment summary tables (HEAST). PAH toxicity constants are based on 

toxicity equivalency factors (TEF) using the slope factor of benzo(a)pyrene. 

Risks were characted to provide explanation of key points and uncertainties associated with 

the numerical estimates of health risk. Two commonly used descriptors of risk, individual RME 
risks, and collective risks, were used for risk characterization. The following individual latent 

excess cancer risks were estimated for each scenario receptor. 

0 

0 

0 

0 

0 

Current Off-site Residential Receptor, risk = 3E-09 
Current On-site Commercial/Industrial Receptor, risk = 3E-07 
Hypothetical Future On-site Residential Receptor, risk = 4E-05 
Hypothetical Future On-site CommerciaUIndustrial Receptor, risk = 1E-05 
Hypothetical Future On-site Ecological Reserve Receptor, risk = 5E-06 

Two special cases of residential use at the "hotspot" (IHSS 119.1) and the "clean" area (the site 

excluding IHSS 119.1) were provided to indicate the impact of the localized contaminants in 

IHSS 119.1. The risk directly over IHSS 119.1 is estimated to be 2E-3, which is greater than 

the 95th percentile of the sitewide residential risk. The risk associated with the "clean" area is 
estimated to be 3E-5, equal to the 90th percentile of the sitewide residential risk. It should be 
noted that the "clean" area refers only to the absence of IHSS 119.1 ground water volatiles; the 

risks from sitewide surface soil contaminants are still included. With the exception of the risk 

xi 



calculated for a resident living at the point of greatest exposure ("hotspot"), all calculated risks 

meet the NCP acceptable risk range of 106 to lo-". 

There were four combinations (two adult and two child) of noncarcinogenic HQ values and 

associated hazard indices that were calculated to exceed unity. All occur with the future on-site 

resident living on the "hot spot". None of the other scenarios and pathways exceed the NCP 
target hazard index of unity. 

Collective risks, the multiplication of the individual risk times the affected population, were 

estimated for off-site and hypothetical future on-site populations. The off-site collective risk 
based on the maximally exposed off-site individual was estimated to be 1.3E-4 for a radial 

distance range of 0-80 km. The estimated collective risk for future on-site individuals was 

calculated to be 6.73E-03. Simply stated, there are 7 chances in 1,OOO that a cancer death 

would be observed from complete residential development of OU1. 

@ According to the Colorado Department of Health Cancer Registry, F c e r  incidence in the 

Denver metropolitan area not associated with the site (Le., background) is 0.33. The potential 

excess lifetime cancer risk to hypothetical on-site residential receptors directly attributable to the 

site under "reasonable maximum exposure" conditions at some time in the future is 0.00004, 

fielding a theoretical total lifetime cancer incidence of 0.33004. 

Since risk at low exposure levels cannot be measured directly either in laboratory animals or 
human epidemiology studies, mathematical models have been developed to extrapolate from high 

to low exposure levels. Various models have been proposed to extrapolate from high to low 

doses (i.e., to estimate the dose-response relationship at low doses). Most models produce 

quantitatively similar results in the range of observable data, but yield estimates that can vary 
by three or four orders of magnitude at lower doses. 
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Quantitative uncertainty analysis was conducted using Monte Carlo simulations with modeling 

results, data summary statisitcs, and exposure parameter distributions derived from EPA 
documents. These simulations illustrate the magnitude of uncertainty for the predominant risk 

pathways involving indoor inhalation of VOCs and ingestion of homegrown produce 

contaminated with PAHs and PCBs. The range of the total risk for the hypothetical future on- 
site residential scenario spans almost four orders of magnitude, from the 5th percentile of 1E-8 

to the 95th percentile of 8E-5, while the central tendency is indicated by the 50th percentile of 
5E-7. The highest contributor to risk is l,ldichloroethene, a Class C carcinogen (possible 

human carcinogen - limited evidence of carcinogenicity in animals and a lack of evidence or 

inadequate data for human carcinogenicity). The low confidence in the toxicity value provided 

in IRIS is reflected in the uncertainty distribution of the calculated risk. 

In addition to quantified uncertainties approaching four orders of magnitude, there are also 
unquantified uncertainties, including the degree of confidence that residential use of the site 

would ever be permitted. Consequently, given the uncertainty in quantifying intakes, 

toxicological and carcinogenic response, credibility of future exposure scenarios and the 

magnitude of "background" risks, great care should be exercised in the use of RME risk 

estimates for regulatory decision making. 

0 
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F1 INTRODUCTIO~ 

The Phase 111 Resource Conservation and Recovery Act (RCRA) Facility 

InvestigatiodComprehensive Environmental Response, Compensation and Liability Act 

(CERCLA) Remedial Investigation (R.FI/RI) at Operable Unit No. 1 (OU1) 881 Killside Area 

at Rocky Flats Plant (RFP) includes a Baseline Risk Assessment. The Baseline Risk Assessment 

will be comprised of an Ecological Evaluation (EE) and a Public Health Evaluation (PHE). This 

document presents the results of the Public Health Evaluation. 

F1.l PURPOSE 

The purpose of the OU1 PHE is to develop a quantitative description and assessment of the risk 

to the public posed by the contaminants of concern (COCs) at OU1. This PHE will be 
incorporated in its entirety as part of the Baseline Risk Assessment for OU1. The resulting 

analysis of the human health risks posed by OU1 is in response to relevant sections of the 

Interagency Agreement requiring an analysis acceptable to both the U.S. Environmental 

Protection Agency @PA) and the State of Colorado. Pursuant to this requirement, the method 

of evaluation was taken from the EPA "Risk Assessment Guidance for Superfund" (EPA 1989a). .a 
F1.2 OBJECTIVES 

The objectives of the PHE are following: 

e Identify contaminants of concern. 
e 

* Estimate receptor intakes. 

e Identify toxicity constants. 
0 

e 

Identify current and hypothetical future exposure scenarios and pathways. 

Estimate potential risks to current and hypothetical future populations. 

Analyze the uncertainty involved with risk estimates. 

F1.3 SCOPE OF THE INVESTIGATION 

The OU1 area is located on the south side of the RFP security area, is southifacing, and slopes 

toward Woman Creek from Building 881. Individual hazardous substance sites (IHSSs) within 

F1-1 



the OU1 study area were designated as high priority because it is possible that COCs have been 

released at these sites based on historical accounts of use or accidental releases (Rockwell 

International 1987). 

The following sites are designed as MSSs at OU1: 
e 

e 

e 

e 

e Outfall Site (IHSS 106) 
e 

e 

e 

e 

Oil Sludge Pit Site (IHSS 102) 

Chemical Burial Site (IHSS 103) 
Liquid Dumping Site (MSS 104) 

Out-of-Service Fuel Tank Sites (IHSS 105.1 and 105.2) 

Hillside Oil Leak Site (IHSS 107) 
Multiple Solvent Spill Sites (IHSS 119.1 and 119.2) 

Radioactive Site - 800 Area Site No. 1 (IHSS 130) 

Sanitary Waste Line Leak Site (IHSS 145) 

0 The PHE report contains a variety of information pertinent to the public health evaluation at 

OU1. Potential COCs are identified, along with the data quality objectives @QOs) applicable 

to them. An exposure assessment links those COCs to potentially exposed populations through 

a series of Scenarios involving current and future land use and hypothetical exposures. Levels 

of COCs to which the population is exposed are compared with EPA guidance (EPA 1992a). 

These evaluations are accompanied by an uncertainty analysis, which formalizes and quantifies 

the conclusions drawn regarding the risk of the identified COCs. 

F1.4 SITE DESCRIPTION 
RFP has been part of the nationwide nuclear weapons complex since 1951. Since January 1, 

1990 EG&G Rocky Flats, Inc. has been the operator. The site is located in northern Jefferson 

County, Colorado, approximately 25 kilometers (km) (16 miles [mi]) northwest of Denver and 

consists of approximately 2,652 hectares (6,550 acres) of land in Sections F1 through F4 and 

F9 through F15 of Township 2 South, Range 70 West, 6th Principal Meridian (Figure Fl-1). 
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0 Administrative and production buildings are located within an approximately 156 hectares 

(384 acres) industrial area protected by security fences. The remaining area, known as the 

Property Protection Area (PPA), provides a buffer zone of approximately 2,496 hectares 
(6,166 acres). The original purchase of land for RFP in 1951 included 1,020 hectares 

(2,520 acres); in 1974 an additional 1,632 hectares (4,030 acres) was acquired to expand the size 
of the PPA. 

RFP is currently in transition from a defense production facility to a facility whose planned 

future missions include environmental restoration, waste management, maintaining production 

contingency, and eventual decontamination and decommissioning. The original mission of RFP 

was the fabrication of nuclear weapon components from plutonium, uranium, and nonradioactive 

metals (principally beryllium and stainless steel). Parts made at RFP were shipped elsewhere 

for assembly. In addition, RFP reprocessed components removed from obsolete weapons to 

recover plutonium, which generated radioactive, hazardous, and mixed (radioactive and 

hazardous) wastes. Current waste handling practices involve on-site and off-site recycling of 

hazardous materials and on-site storage of the wastes. 

F1.5 REPORT ORGANIZATION 

The report is divided into eight sections and eight attachments (F-1 through F-8). Section F1 
provides a brief introduction, and Sections F2 through F6 present key issues involved With 

contaminant identification, exposure assessment, toxicity assessment, uncertainty analysis, and 

risk characterization. Section F7 provides a brief summary of the PHE, focusing on the risk 

characterization. 

The majority of data and detailed information are located in the attachments, including the four 

technical memoranda required by the Interagency Agreement. 

e Attachment F1: Contaminants of Concern 

e Attachment F2: Identification of Exposure Scenarios 
e Attachment F3: Model Description and Applications 
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0 Attachment F4: Receptor Intake Calculations 

0 Attachment F5: Toxicity Assessment 
0 Attachment F6: Risk Calculations 

0 Attachment F7: Uncertainty Analysis 

0 Attachment F8: Review Checklist 

F1-5 



F2 IDENTIFICATI RN 

Hazard identification is the process of assessing whether exposure to a substance can be 
associated with an increase in the incidence of an adverse health effect (NRC 1983). For the 

PHE, it involves identifying those contaminants that potentially represent the most toxic, 

persistent, or mobile constituents at OU1 based on environmental fate characteristics, toxicity, 

and the concentration of contaminants present at the site. Attchment Fl details the contaminant 

identification process for OU1. 

F2.1 GENERAL SITE-SPECIFIC DATA COLLECTION AND DATA EVALUATION 
CONSIDERATIONS 

The identification of COCs for OU1 was based on pre-Phase Ill RFI/RI environmental data, data 

collected during the Phase 111 RFI/RI, and the supplemental surface soil sampling program 

completed in March 1992 and described in Technical Memorandum No. 5, Addendum to Final 

Phase 111 RFI/RI Work Plan. The identification process was based on volatile and semivolatile 

contaminant information in ground water and semivolatile organic, pesticide, polychlorinated 

biphenyl (PCB), inorganic, and radionuclide contaminant information in surface soils at OU1. 

With respect to DQOs, approximately 53 percent of all laboratory data for surface soils, ground 

water, surface water and sediments have been validated. 

a. 

Ground water COC selection was based on the volatile and semivolatile organic compound or 

analysis results of the 1990 and 1991 ground water field sampling and analysis program, and the 

first quarter of the Phase 111 RFVRI efforts. This time frame represents interim monitoring 

between the Phase 11 RI and the Phase 111 RFYRI work. In accordance with the Work Plan 

(EG&G 1991b), these programs were biased towards identifying and monitoring the most 

contaminated areas at OU1, so using these data for contaminant identification is appropriate. 

Surface soil data collected during the Phase 111 RFI/RI were also used for hazardous substance 

and contaminant identification. Attachment F1 lists these sample locations. 

a october1992Ddt 
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Surface water and sediments in the South Interceptor Ditch and Woman Creek have potentially 

received contamination from OU1 via overland flow and/or air dispersion and subsequent 

deposition; however, these drainages also receive potentially contaminated runoff from other 

operable units. Because the routine monitoring locations in these drainages are not located 

within OU1 proper, they are potentially influenced by other areas, and are planned for 

investigation as part of Operable Unit No. 5 (OU5) (Woman Creek priority drainage). 

Contaminant information from these locations was not considered for hazardous substance or 

COC identification. The COCs identified in OU1 surface soils were evaluated for use in the risk 
characterization of surface water and sediment in the vicinity of OU1 under the planned exposure 

scenarios. 

a 

Subsurfice soil COCs were also limited to those contaminants identified in surface soils with 

corresponding detections in the subsurface soils. Chemical data from Phase 111 RFURI 

boreholes, in addition to chemical data from boreholes drilled in 1987, were used for this 
identification. 

F2.2 SCREENING OF CONTAMINANTS 

Figure F2-1 illustrates the screening process applied to the OU1 data set to identify the COCs 

for use in the PHE. This screening process was developed using the discussion in the EPA Risk 

Assessment Guidance for Supe@nd (EPA 1989a). The process was initiated using the available 

environmental data from the OU1 1990-1991 routine ground water sampling program, the first 

quarter of Phase 111 RFI/RI ground water data, and the Phase III RFYRI surface soils data. The 

n?sultant list of COCs represents those contaminants that survived the screening process. 

Generally, each step identified in Figure F2-1 represents a screening criterion that, after 

evaluation, either retains or eliminates a specific contaminant for consideration in the PHE. 

Flow to the left deletes chemicals from the quantitative risk assessment; flow to the right retains 
the contaminant in the quantitative risk assessment. If a potential COC is associated with a "hot 

spot" (a waste-related contaminant concentrated in a particular area), it was automatically 

included in the PHE. 
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Figure F2-1. Protocol For Identification of Contaminants of Concern 
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The following Sections briefly summarize each step in the COC identification process. 

Attachment F-1 provides tables that illustrate and support the findings of each of these steps. 

F2.2.1 Site-SDecific Chemical Analvte List 

The screening process was initiated by compiling the analytical results from each medium of 

concern, Le., ground water and surface soils, into a site-specific chemical analyte list. For 

ground water contaminant identification, the selected chemical analyte list was limited to volatile 

and semivolatile organics from the EPA Target Compound List and additional volatile organics 

analyzed by Method 502.2. The rationale for limiting the potential ground water COCs to 

organics stems from the exposure pathway identification in Technical Memorandum No. 6, 

Exposure Scenunos (Attachment F-2), which limits ground water contaminant exposure to those 

chemicals that volatilize and potentially may contaminate the ambient air. For surface soils, the 

site-specific chemical analyte list consisted of semivolatile organics, PCBs, pesticides from the 

EPA Target Compound List, metals from the EPA Target Analyte List, and select radionuclides. 

a These chemical analyte lists were extensive enough to identify the hazardous substances present 

at OU1 in the media of concern for the identified exposure pathways. Attachment F-1 presents 

each medium-specific potential contaminant from the site-specific chemical analyte list along 

with summary statistics. 

F2.2.2 D- 
In this step, those chemicals with a detection frequency greater than 5 percent were retained for 

further consideration; those with a detection frequency less than 5 percent were eliminated. 

Attachment F1 summarizes the detection frequency of each potential contaminant in the media 

of concern. 

F2.2.3 Bot SDot Delineation 

The hot spot assessment step in the COC screening process was designed to retain contaminants 

with elevated concentrations that might otherwise be eliminated because of infrequent detection. 

October 1992 Draft 
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In themy, if a contaminant eliminated in the detection frequency step in the screening process 

is concentrated in a particular area at an obviously elevated concentration, and is considered a 
potentially waste-related contaminant, that contaminant would be brought back into the screening 

process as a potential COC. 

a 

and there were no detections of organic compounds in surface 

samples were collected for the Phase III RFYRI from locations 

fist two tests performed assumed a near-normal distribution. 

nonparametric tests were employed in cases were the distributional 

of tests failed. Attechment F1 describes all the statistical analyses 

comparison consisted of comparing the observed site maximum 

concentrations defined in acceptable literature sources. 

this background comparison. 

To aid in the hot spot assessment step, all 

qualitatively against the central tendency (e.g., 

Those chemicals exhibiting elevated 

the central tendency concentration 

chemicals associated with hot 

water: 1, 1-dichloroethene, 

were compared 

basis. 

tetrachloroethene, trichloroethene, and methylene chloride. 

soils. Surface soil background 

in the Rock Creek drainage. The 

The second series of 
assumptions of the first series 

used in more detail. A third 

concentrations to background 

Attaciment F1 presents the results of 

The first analysis performed was an equality of varian 

Homogeneity of Variance. The null hypothesis for this 

using the Bartlett’s Test of 

ent assumed that if the outcome 
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from this test indicated that the population variances were equal, the second test, the F-Test, 

could be used. The F-Test compares the means between the site and background populations. 

When the site and background population were not considered significantly different, the 

contaminant was eliminated. 

' 
The second test was employed when the null hypothesis for equality of variance failed either of 
the parametric tests. The nonparametric Man-Whitney U test (also called the Wilcoxin Rank 
Sum) was used to assess whether the site and background concentrations were statistically 

different. The Mann-Wtney U test was employed for two reasons: (1) many of the potential 

contaminants exhibited inequality of variance relative to the background data, and (2) the output 

from the test was not affected by the type of statistical distribution. 

The Mann-Whitney U Test provides a method of deciding whether or not there is a difference 

between the site samples and background samples, or equivalently, whether or not they come 
from the same population. Attachment F-1 presents detailed description of the test. Two 
measures of background comparability were employed: (1) comparison of the mean rank sums 

of the site data and background data generated from the test, and (2) assessment of the 

statistically significant differences between the two populations. If the results of the Mann- 

Whitney U Test indicated the mean rank sum of the background data set was higher than the 

mean rank sum of the site data set, then the potential contaminant concentration was considered 

to be less than the corresponding background concentration. In these cases, the chemical was 
eliminated from further consideration in the PHE. 

The second measure employed provides a means of assessing whether the two populations 

exhibit significant statistical differences. The sample statistic, 2, is computed from the ranks 

of the populations. The probability, p, is then found from the Z value using a cumulative 

normal distribution table (e.g., Table Al ,  Gilbert 1987). If the significance level, a, for a 

one-tail& probability test exceeds 0.10, the populations do not demonstrate a significant 
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difference and are considered statistically equal. Those chemical data that met this criterion 

were eliminated from further consideration in the PHE. 0 
The last consideration in the background comparison was information from published 

information regarding background concentrations for select chemicals. The literature search was 

limited to copper, molybdenum, vanadium, cesium, and zinc in surface soils, all of which are 

relatively common rock-forming metals. The maximum concentration observed at OU1 for each 

of these metals was compared to ranges observed in other soil and was found to be within its 

corresponding background range. Since these metals were within the range of background and 

these metals in OU1 surface soils cannot be attributed to waste-related contamination, they were 

eliminated from consideration in the PHE. 

F2.2.5 Toxicitv Concentration Screen 

The purpose of the toxicity concentration screen was to focus the quantitative risk assessment 

on those contaminants posing the greatest risk given the exposure scenarios considered. The 

potential contaminants in ground water and the potential contaminants surviving the background 

comparison in surface soils were subjected to the screen. To conduct the toxicity concentration 

screen, noncarcinogens and carcinogens identified in each media were grouped separately and 

combined with toxicity constants identified in EPA's Integrated Risk Information System (IRIS) 

or Uealth Eflects Assessment Swnmary Tables (HEAST). The maximum concentration for each 

of the potential contaminants was multiplied by the inverse of the reference dose (URD) for the 

noncarcinogenic contaminants and by slope factor for carcinogenic contaminants, which yields 

a risk factor for each of the potential contaminants. By summing the risk factors for each group, 

the contribution to the total risk was calculated on a percentage basis. Those contaminants 

contributing to greater than one percent of the total risk were retained for quantitative assessment 

in the PHE. 

0 
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€2.2.6 ili isten f nsi 

The c h e r i  pz: of Li ~ ~ ~ n ~ ~ ~ g ~ u ~ t ~ a ~  an:= soil were evaluated 

in terms of mobility, persistence, and potential transformation products. 

0 

The volatile organic compounds identified are moderately mobile in the environment because 

they are soluble in water; therefore, many of the volatile organics identified as COCs are 

transformation products. The transformation reactions are sequential, so not all of the 

degradation compounds are expected to be present. Table F2-1 provides a qualitative assessment 

of the potential transformation products of the identified volatile organic COCs. With the 

exception of vinyl chloride, which is at the end of the reaction series for most of the COCs, all 

of the volatile organic COCs are potentially interrelated through degradation. Of the COCs 

eliminated by the screening process, two were brought back as for this reason. Chloroform and 

methylene chloride were also retained on the ground water COC list because they are detected 

in more than 5 percent of the samples, are carcinogens, and are potential transformation products 

from other COCs. Of the COCs eliminated by the screening process, two contaminants were 

brought back into the quantitative risk assessment because of physical property considerations. 

Dichlorodifluoromethane and trichlorofluoromethane may have been introduced into samples by 

refrigeration after sampling, but they are highly volatile (e.g., gases at room temperature) and 

were therefore added to the ground water COC list. 

0 

The radionuclide and inorganic COCs identified in surface soils are considered immobile because 

both analyte groups are relatively insoluble in water and exist probably either as a sulfide or 

oxide, or adsorbed to soil particles. As a result, each group is considered persistent in the 

environment. Degradation or transformation products for the organic constituents are not 
routinely observed, although the radionuclides decay to daughter products. For example, 

americium-241 decays by alpha emission to neptunium-237, while plutonium-239 decays to 

uranium-235. Given the half-lives for these radionuclides (americium has a half-life of 432 

years, plutonium has a half life of 24,110 years), detectable concentrations for these decay 

products are not presently observable. Additional surface soil COCs based on the consideration 

of mobility, persistence, or transformation products have not been included in the PHE. e 
October 1992 Draft 
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TABLE F’2-1 
POTENTIAL VOLATILE ORGANIC CONTAMINANTS OF CONCERN 

TRANSFORMATION PRODUCTS 

1,l-Dichloroethene 

Methvlene chloride 

1 , 1 , l-Tnchloroethme 

Vinyl chloride 

None listed 

1,2-DichIoroethene 

Chlomform 

Trichlomthene 

Tetrachloroethene 

Carbon tetrachloride 

1,l -Dichloroethene 
cis and trans 1,ZDichloroethene 
Chloroethane 
Vinyl chloride 

~ 

Vinyl chloride 

Methylene chloride 

cis and trans 1,2-Dichloroethene 
Vinyl chloride 

~~ ~ 

Trichloroethene 
cis and trans 1,ZDichloroethene 
Vinyl chloride 

Chloroform 
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F2.3 CONTAMINANTS OF CONCERN 
The COCs identified during the completion of the PHE were used in the exposure assessment 

and risk characterization. Attachment F-1 details this process. 

Based on the COC identification process described in the preceding sections for OU1, the COCs 

identified in the ground water are l,ldichloroethene, total 1,2dichloroethene, carbon 

tetrachloride, methylene chloride, tetrachloroethene, trichloroethene, chloroform, 
trichlorofluoromethane, dichlorodifluoromethane, and 1 , 1 , 1 -trichloroethane. COCs identified 

in the Surface soil are acenaphthene, americium-241, plutonium-239,-240, fluoranthene, 

fluorene, benzo(a)anthrawne, benzo(a)pyrene, benzo(b)fluoroanthene, benzo(k)fluoranthene, 

dibenzo(a,h)anthracene, AROCLOR- 1254, and pyrene. 

Table F2-2 presents a COC matrix for OU1 by media. This table includes surface soul COCs 

that were positively identified in surface water and sediment sampling locations in the vicinity 

of OU1 and in subsurface soil sampling locations within OU 1. 
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TABLE F2-2 
CONTAMINANTS OF CONCERN MATRIX FOR OU1 BY MEDIA 

Methylene chloride 

Pl~tOniUm-239,-240 

pyrene 

TetrachIoroethene 

Trichloroethene 

Tnchlorofluoromethane 

X 

X X X X 

X X X 

X 

X 

X 
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F3 m-s= ASSESSME NT 
The general procedure for performing an exposure assessment involves accomplishing the 

following principal steps: 

1) Characterize the exposure setting including the physicat environment and potentially 
exposed populations 

2) Identify the exposure pathways including contaminant sources/releases, transport, 
exposure points, and exposure routes 

3) Quantify the exposure including exposure concentrations, temporal profiles, and intake 
variables 

The following d o n s  discuss these three steps in detail. 

F3.1 PHYSICAL ENVIRONMENT 

A brief descriptim of the physical environment, including climate, geology, hydrogeology, and 

biota, follows. See Section 3.0 of the Remedial Investigation Report (Volumes I and II) for a 
more complete discussion. a 
F3.1.1 -e~ d lim to1 

The area s u r r d i n g  RFP has a semiarid climate that is characteristic of much of the central 
Rocky Mountain region. Approximately 40 percent of the 15-inch annual precipitation falls 

during the spring season, much of it as snow. Thunderstorms (June to August) account for an 

additional 30 p c e n t  of the annual precipitation. Autumn and winter are drier seasons, 

accounting for 19 percent and 11 percent of the annual precipitation, respectively. Snowfall 

averages 85 inches per year, falling from October through May (DOE 1980). Temperatures are 
moderate; extremely warm and cold weather is usually of short duration. On the average, daily 

summer temperatures range from 55 to 85 degrees Fahrenheit, and winter temperatures range 

from 20 to 45 degrees Fahrenheit. The low average relative humidity (46 percent) is due to the 

blocking effect of the Rocky Mountains. 
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Wind data are collected on the plant site and summarized annually. The combined 1990 to 1992 

annual summary of the percent frequency of wind direction (16 compass points) is represented 

graphically in Figure F3-1. Winds at RFP are predominantly northwesterly. 
e 

Special attention has been focused on dispersion meteorology surrounding the plant due to the 

remote possibility that atmospheric releases might affect the Denver metropolitan area, which 

is located in the predominant downwind direction (southeast). Studies of air flow and dispersion 

characteristics (Hodgin 1983, 1984) indicate that winds come down from the mountains to the 

west, turn and move toward the north and northwest along the South Platte River Valley, and 

pass to the west and north of Brighton, Colorado (DOE 1980), which is just north of Denver. 

F3.1.2 Geologv 

Geologic units at OU1 consist of unconsolidated surficial material and bedrock. Surficial 

material consist of Quaternary and Recent Rocky Flats Alluvium, colluvium, valley fill alluvium, 

and artificial fill. Alluvial material is unconformably underlain by Cretaceous sedimentary rocks 

of the Laramie Formation that dip at approximately 1 to 2 degrees east (EG&G 1992b). 

The Rocky Flats Alluvium is an alluvial fan deposit that occupies an extensive erosional surface 

at RFP. It is approximately 10 to 20 feet thick at OU1 and forms a uniform blanket-like deposit 

at the crest of the hillside. The Rocky Flats Alluvium is composed of reddish brown silty sandy 

gravel. Colluvium mantles the valley slopes between the pediment on which the Rocky Flats 

Alluvium is deposited and the valley bottom. Colluvial materials have been deposited by slope 

wash and downward creep of Rocky Flats Alluvium and bedrock. The colluvium ranges in 

thickness from 1 to 30 feet. Colluvial materials are heterogeneous and consist predominantly 

of clay with lenses of silt, sand, and gravel. Valley fill alluvium makes up the channel and 

terrace deposits in and along Woman Creek. The alluvium is 4 to 8 feet thick and is derived 

from reworked and redeposited alluvium and bedrock. Lithologically, the valley fill alluvium 
is composed of organic-rich, dark brown gravel. Artificial fill was placed in three areas on the 
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hillside, around Building 881, in the vicinity of IHSS 130, and along the top of the hill south * of the contractor yard. 

Surfcial materials are underlain by sedimentary rocks of the Laramie Formation. The Laramie 

Formation is informally subdivided into two members: an upper claystone member and a lower 

sandstone member. The upper claystone member is 300 to 500 feet thick and it forms the 

bedrock beneath OU1. It is composed of yellowish brown to gray claystones, silty claystones, 

and fine-grained silty sandstones. In contrast to the Phase XI Remedial Investigation Report 

(Rockwell 1988) and the geologic mapping report (EG&G 1992b), there is no Arapahoe 

Formation at OU1. Most of the bedrock at OU1 is stratigraphically lower than bedrock 

interpreted as the basal Arapahoe Formation in the recent geologic mapping report. In addition, 

no sandstones exhibiting the discriminating characteristics of the marker bed at the base of the 

Arapahoe Formation are exposed at the surface or in any of the drill cores from OU1. 

F3.1.3 -y 

Shallow ground water occurs in surficial materials and in discontinuous subcropping bedrock 

sandstone horizons at OU1. This ground water is unconfined and may flow to the southeast 

from areas of higher elevation toward Woman Creek. Ground water may also exist in deeper 

sandstone or siltstone units in the Laramie Formation; however, the low hydraulic conductivity 

of the Laramie Formation claystones appears to limit the hydraulic connection between the 

surficial materials and these bedrock sandstone or siltstone units (EG&G 1991b). 

0 

Recharge to the unconfined system occurs by infiltration of incidental precipitation and by 

seepage from ditches, creeks, and retention ponds. The elevation of the water table fluctuates 

seasonally by several feet, with the highest levels occurring during the spring and early summer 

months when precipitation and runoff is large and evapotranspiration is small. Water levels 

generally decline and many wells in the surficial colluvium and alluvium become dry during late 

summer and fall. Seeps commonly occur at the contact between the Rocky Flats Alluvium and 

claystone of the Laramie Formation. Ground water that reaches the bottom of the valley flows 
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further downgradient to the east is subject to evapotranspiration or is discharged to Woman 

Creek (EG&G 1991b). Ground water that discharges as seeps along the hillside, flows for a 

short distance, then may be subject to evapotranspiration; re-enter the colluvium, or valley 

alluvium; or flow to Woman Creek. 

0 

The surface water at the OU1 is ephemeral because of the seasonal response to spring runoff and 

storm events. Seeps and springs occur on the far eastern portion of OU1 during these events. 

A small drainage ditch near MSS 102 also has intermittent flow into the South Interceptor Ditch 

(EG&G 1991b). 

F3.1.4 Biota 

The 881 Hillside area is part of a diverse and unique grassland community and hosts a riparian 

habitat in lower-lying areas. Flora representative of tall-grass prairies, short-grass prairies, and 

foothills regions m u r  within the RFP boundaries. The more steeply sloped areas of the hillside 

are predominantly covered with grasses, while surface water drainage areas such as Woman 

Creek are host to grasses, cattails, rushes, and cottonwood trees. As evidenced by the presence 

of grasses sensitive to disturbance (e.g., big bluestem and sideoats grama), restricted site access 

has facilitated vegetative recovery from human activities along the Front Range such as burning, 

grazing, and road-building. In addition, restricted access provides protected nesting arm and 

habitats that help support animal populations in adjacent areas. 

Animal life inhabiting RFP and its buffer zone consists of species associated with western prairie 

regions. Mule deer are the most common large mammals, with approximately 125 permanent 

residents. Smaller animals include carnivores (coyote and red fox), omnivores (striped skunk), 

and herbivores (rabbits, meadow voles, and gophers). Throughout the 881 Hillside area, birds 

such as western meadowlarks, mourning doves, and vesper sparrows are quite common, while 

birds of prey (great homed owls, and ferruginous and American rough-legged hawks) are 

observed less frequently. A variety of ducks, killdeer, and redwing blackbirds may be seen near 
the ponds along Woman Creek. Reptiles such as the western painted turtle and the western 
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plains garter snake also inhabit the areas near the ponds, and bull snakes and rattlesnakes may 

be infrequently observed throughout the 881 Hillside area. 

F3.2 FQlTNIULLY EXPOSED POPULATIONS 

Potentially exposed populations were characterized using information developed by the Denver 

Regional Council of Governments (DRCOG) in the demographics study 1989 Population, 

Economic, and Land Use Data for Rocky Flats Plant (DOE 1990b). Section 3.1 of Appendix 
F-2 SummarizeS some relevant aspects of that document including the presence of sensitive 

subgroups, current and projected activity patterns. Information on current zoning and land use 

at RFP is available in the Jefferson County Northeast Land Use Inventory (JEFFCO 1989). 

Plans for fi~ture off-site land uses are indicated in the North Plains Community Plan (JEFFCO 

1990) and the Jefferson Center Comprehensive Development Plan, which is Exhibit B of the 

Intergovernmental Agreement (IGA 1989). Future on-site land use is discussed in an 
Environmental Statement completed in 1972 when the land in the buffer zone was acquired by 

the Atomic Energy Commission (AEC 1972). Further information on future plans for RFP is 

given in the Nuclear Weapons Complex Reconfiguration Study (DOE 1991a), the RFP sitewide 

environmental impact statement (in production), and the Environmental Restoration and Waste 

Management Five-Year Plan (DOE 1991~). 

0 

F3.2.1 Location 

RFP is located approximately 26 km (16 mi) northwest of Denver and approximately 16 km 
(10 mi) south of Boulder. The site is located on a high, arid plain at about 1,800 m (6,000 feet) 

above sea level. The area west of RFP is primarily mountainous, sparsely populated, and 

government owned (i.e., National Forest), while the area east of RFP is primarily a high, arid 

plain, densely populated, and privately owned. Most of the development of the plains to the east 
of RFP has O C C U K ~ ~  since the plant was built and, according to projections by DRCOG, future 

development is expected to continue to the year 2010. 
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Figures M-2 and F3-3 present population economic and land use data for the years 1989 and 

2010, respectively. There currently is minimal residential and commercial development within 

a 6.4-km (4-mi) radius from the center of RFP (Figure F3-2). Between 6.4 and 16 km (4 and 

10 mi) from the center of RFP, development gradually increases to the extent that approximately 

316,000people live within the 16-km (10-mi) radius. Beyond the 16-km (10-mi) radius, the 

Denver area lies to the southeast. Presently, the most significant development within the 16-km 

(10-mi) radius has occurred towards the east-southeast in the cities of Westminster, Arvada, and 

Wheat Ridge. Additional significant development within the 16-km (lO-mi) radius includes the 

cities of Boulder, Louisville, Lafayette, Broomfield, and Golden. 

* 

Current sensitive subpopulation facilities (i.e. , schools, nursing homes, hospitals) are located 

beyond the 8-km (5-mi) radius (Figure F3-2). Ninety-three schools, eight nursing homes, and 

six hospitals are located within the 10- to 16-km (5- to 10-mi) radius of RFP. Over half of the 

schools in the 8-km (5-mi) radius are located in the southeast quadrant in the cities of 

Westminster, Arvada, and Wheat Ridge. One or more nursing homes are found in the cities of 

Boulder, Arvada, and Wheat Ridge. The six hospitals contain a total of approximately 900 beds 

and ate located in the cities of Boulder, Louisville, Wheat Ridge, and Westminster. 

Sectors 3, 4, and 5, depicted in Figures F3-2 and F3-3, are relevant to off-site exposure 

scenarios, while Sectors 1 and 2 represent property within RFP boundaries. In addition, only 

radial segments D through I are likely to be relevant to the 881 Hillside area based on distance 

and pathway direction. These segments represent the predominant downwind and downstream 

areas that are located closest to RFP. Review of Figures F3-2 and F3-3 reveals that Sector 3, 

the 3.2- to 4.8-km (2- to 3-mi) band from the center of RFP, contains the nearest resident 

0 

(approximately 1.2 km c0.75 mi] east-southeast from the point where Woman Creek crosses 

under Indiana Avenue). There is no projected population growth in this sector over the next 20 

years. Currently, a total of 24 residents reportedly live in Sector 3, Segments D, E, F, G, H, 
and I. Moreover, population growth in Sectors 4 and 5,4.8 to 8 km (3 to 5 mi) from the center 

of RFP is expected to be substantial through the year 2010. Most of this projected 
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increase is anticipated in northern and southern areas. Within Segments D, E, F, G, H, and I, 

the population is expected to increase from 8,196 to 21,708. @ 

These observations suggest that the dynamics of growth will not substantially alter the impact 

of OU1 contaminants on the current and 2010 population projection of Sectors 2E, F, G; 3E, 
F, G is static at 17. Table F3-1 summarizes this information. 

F3.3 LAND USE SCENARIOS 

The following five land use scenarios were selected for quantitative assessment in the PHE: 

Current Off-Site Residential Land Use 

0 Current On-Site Commercial/Industrial Land Use 

0 Future On-Site Residential Land Use 
Future On-Site Commercial/Industrial Land Use 

Future On-Site Ecological Reserve Land Use 

0 Appendix F-2 presents the rationale used to identify the exposure scenarios in more detail. 

F3.3.1 Current Off-Site Residential Land Use 

Information in Section 3.2.1 shows there is current residential off-site land use; consequently, 

potenW exposure and risk were quantitatively assessed. Both adult and child (0-6 yrs) 

receptors were considered. The quantitative assessment is based on the following exposure 

aSSUIYipaionS: 

0 A hypothetical resident lives from birth to age 30 (EPA 1991b) at a location 1.2 km 
(0.75 mi) southeast of the site boundary. 

a This individual has direct contact with soil during outdoor activities, and some of this soil 
is ingested. 

The individual comes in contact with surface water and sediment while wading in Woman 
Creek, and some of this is ingested. 
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TABLE M-1 
CURRENT AND PROJECTED POPULATION IN THE 

VICINITYOFTHEPREDOMINANTDOWNWINDDIRECTION 
FROM THE ROCKY FLATS PLANT 

1 

2 

3 

4 

5 

SUM 

Year: 1989 

0 0 0 0 0 0 0 

0 0 0 0 0 0 0 

0 0 0 17 0 7 24 

14 644 142 50 1,007 3 1,860 

25 5,009 601 1,879 10,186 2,124 19,824 

39 5,653 743 1,946 11,193 2,134 21,708 

Source: DOE(1990) 
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Currently, the individual consumes all of his or her water from an uncontaminated e residential well. 

The individual spends a majority of time at home, breathing air potentially influenced by 
the site. Inhalation exposure away from home is negligible. 

The individual regularly eats fruits and vegetables raised in a backyard garden. 

F3.3.2 Current On-Site Co mmercial/Industrial Land Use 

The category of FCP personnel that spend the greatest amount of time in OU1 are the security 

specialists on routine patrol. The following exposure assumptions concerning this type of 

commercial/industrial use are the following: 
A security worker conducts routine vehicular patrols within OU1 for 30 minutes per day 
over a period of 25 years. 

This individual occasionally leaves the patrol vehicle for closer visual inspections. During 
some of these excursions, he comes in direct contact with soil, surface water, and 
sediment. Some of this soil is inadvertently ingested through failure to wash before 
eating, etc. 

The individual uses water supplied by the Denver Water Board for washing and drinking. 

The individual is exposed to air potentially influenced by OU1 for 30 minutes each day. 
Inhalation exposure away from the site is negligible. 

F3.3.3 H m W  

Both adult and child (0-6 yrs) receptors were considered. The following exposure assumptions 

govern this analysis: 
A hypothetical resident lives from birth to age 30 @PA 1991b) at a location Within the 
OU1 boundary. 

This individual comes into direct contact with soil during outdoor activities, and some of 
this soil is ingested. 

The individual comes in contact with surface water and sediment while wading in Woman 
Creek, and some of these are ingested. 

The individual consumes all of his water from the Denver Water Board. 
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The individual breathes air potentially influenced by the site. Inhalation exposure away 

The individual regularly eats fruits and vegetables raised in a backyard garden. 
. from home is negligible. 

F3.3.4 Hypothetical Future &-Site Commercial/Industrial Land Use 

Current and projected development patterns in the area do not favor heavy industry; therefore, 

the term "industry" refers to light industry. The following exposure assumptions concerning 

commerciaVindustrial use are the following: 
A hypothetical worker works a typical work-year for 25 years. 

This individual comes in direct contact with soil during operation and maintenance 
activities. Some of this soil is ingested through failure to wash before eating, etc. 

The individual uses water supplied by the Denver Water Board for washing and drinking. 

The individual breathes air potentially influenced by the site. Increased levels of airborne 
particulates are inhaled during 2 weeks of building excavation. Inhalation exposure away 
from the site is negligible. 

@ F3.3.5 Hymthetical Future On-Site Ecological Reserve Land Use 

Use of the site as an ecological reserve, potentially involving exposure to a hypothetical research 

biologist, is based on the following exposure assumptions: 
The hypothetical research biologist works in the field five days per week, on average, for 
25 years (250 days per year over all four seasons). 

This individual comes in direct contact with soil during field activities, and some of this 
is ingested through failure to wash before eating, etc. 

The individual comes in direct contact with surface water and sediment during field 
activities, and some of the surface water and sediment are ingested. 

The individual uses water supplied by the Denver Water Board for washing and drinking. 

The individual breathes air potentially influenced by the site. Inhalation exposure away 
from the site is negligible. 
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F3.4 EXPOSURE PATHWAYS 

Once potentially exposed populations and exposure scenarios are identified and characterized, 

exposure pathways are traced from the source to the receptor. A complete exposure pathway 
must consist of the following five elements: 

A source of contaminants 

A contaminant release mechanism 
A medium (or media) to transport contaminants 

0 A point of contact between the contaminated medium and the receptor 

An exposure route (e.g., intake into the body, direct exposure) 

If any of these elements is missing or blocked, the pathway is not complete and exposure will 

not OCCUT. Figure F3-4 shows the conceptual framework of the source, release transport, fate, 

and potential receptors for OUl . Appendix F-2 contains further discussion of pathway selection. 

F3.5 QUANTIFICATION OF EXPOSURE 

@ F3.5.1 General Co XlceDtUd - Model of Opera ble Unit One 
This section provides a qualitative description of the conceptual model of the 881 Hillside area. 

The conceptual model has four main components; ground water (including water vapor), surface 

water, soil, and air. The following sections discuss each component of this conceptual 

framework in detail. 

The conceptual model for OU1 is based on data that have been collected at the site as part of 

the OU1 Phase I and II RI, data that were available from Phase III FU as of August 3, 1992, and 

data collected during ongoing sampling programs. One of the primary goals of the Phase III RI 
was to characterize known or suspected source areas in OU1. Figure F3-4 depicts the sources, 
release mechanisms and rates, transport processes, and fate of contaminants addressed by 

modeling. 
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F3.5.1.1 Saturated and Unsaturated Zones 

The models depicted in Figures F3-5 and F3-6 embody the general conceptual model of the OU1 

ground water flow system (including saturated and unsaturated zones) and contamination of 

ground water and mils with volatile organics. The conceptual model of the site is based on field 
investigations conducted as part of the OU1 RUFS (Phases I, II, and III) and other related 

activities (Hum 1976; Hydro-Search, Inc. 1985; Rockwell International 1988; EG&G 199Oa; 

EG&G 199Ob; EG&G 1991a; EG&G 1991b). The conceptual model depicted in Figure F3-5 is 
not intended to encompass all of the physical and chemical aspects of the ground water flow 

system at the site, but it is intended to show the key processes that are known or are suspected 

to occur at the site. The model shown is generalized to IHSS 119.1 conditions because that is 

the location of the highest levels of contamination found to date in OU1. The conceptual model 

of flow and transport in the subsurface includes both the unsaturated and saturated zones because 

of the close interrelationship between these two zones. 

@ 

Two distinct ground water flow systems have been identified beneath OU1 (see Section 3.0 of 

the RI). The uppermost unit, referred to as the upper hydrostratigraphic unit (upper HSU), 
includes the Rocky Flats Alluvium, artificial fill, undisturbed and disturbed/slumped colluvial 

sediments, and valley-fd Alluvium (EG&G 1992b). The lower HSU includes intact bedrock 

(Arapahoe and Laramie Formations) and disturbed/slumped bedrock. 

a 

The majority of contamination discovered beneath OU1 is in the upper HSU. For this reason, 

modeling activities associated with the Phase III RFI/RI and PHE focus on the upper HSU. 

Flow in the upper HSU is primarily to the south towards either the french drain or Woman 

Creek (Figure F3-5). The extent of saturated conditions and flow in this unit is limited by low 

recharge, the low permeability of the host materials, and lateral heterogeneity that results from 

slumping or construction activities. In the central and eastern portions of OU1, ground water 

in the upper HSU occurs in discontinuous perched zones. Recharge occurs as infilmtion of 
precipitation, as inflow from the Rocky Flats Alluvium at the top of the slope of the hillside, and 
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as leakage from the South Interceptor Ditch. Discharge is mainly by evapotranspiration, flow 

into the french drain and, south of the french drain flow into Woman Creek. Minor discharge 

from the upper HSU also occurs as vertical percolation to the lower HSU, although this flow 

is small due to the low hydraulic conductivity of the bedrock. 

* 
Hydraulic conductivities of the upper HSU range from 1 x 104 to 9 x lo7 centimeters per 

second (cm/sec), which is indicative of sandy silts and clays. Lateral discontinuities in this unit 

are caused by the juxtaposition of larger permeability materials against those of smaller 

permeability. Flow along slumprelated discontinuities in the upper HSU is thought to be 
minimal due to the high clay content and plasticity of the sediments, which enhances healing of 

discontinuities, and the occurrence of caliche deposits in discontinuities, which results in the 

plugging and sealing of these features. 

The primary route of contaminant migration in and from the upper HSU is by volatilization of 

volatile organics and by migration as gas in the unsaturated zone. Any contaminant migration 

in ground water from QU1 MSSs is captured by the french drain. a 
Ground water flow in the lower HSU is generally in a southerly direction and occurs primarily 

in thin, discontinuous, silty sandstones and siltstones. Hydraulic conductivities in the lower 

HSU range from 2.3 x lo3 to 2 x lo7 cm/sec (EG&G 1991b), with the majority of the materials 

in the lower range. Recharge to this unit is most likely from ground water inflow from 

upgradient, off-site areas. Discharge from the lower HSU occurs as seepage into the upper HSU 

along the lower portions of the hillside below the South Interceptor Ditch (especially in the 

western portion of the site), or to Woman Creek. 

The water table in the upper HSU fluctuates due to seasonal variations in recharge and 

discharge. Water level changes on the order of several feet occur seasonally, with the highest 

levels occurring during the months of April, May, and June. During this period of time, 

quantities of precipitation and runoff are high and evapotranspiration is low. The lowest water 
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levels generally occur during late summer, fall, and winter, when recharge is minimal. Many 
wells completed in the surfic5al sediments go dry during this time. 0 
The process by which dense chlorinated solvents and other contaminants were introduced into 
the subsurface is not completely documented; however, it is probable that small leaks and spills 
occurred at several sites in OU1 over approximately two decades (see Section 1.0 of the RI). 
Several small, closely spaced, slow leaks or spills would tend to result in relatively vertically 

homogeneous contamination of the unsaturated and saturated zones. The depth of contamination 

would depend on the size and duration of the spills or leaks. The extent of such contamination 

would be discontinuous depending on the relative distance between spills or leaks. For OU1, 

the most contaminated zone is within M S S  119.1, beneath the water table in the upper HSU. 
Ground water sampling has not indicated heterogeneous contaminant distribution within this area. 

VOC contaminants in the unsaturated zone beneath the hillside could be mobilized by desorption, 

dissolution, or vaporization from contaminated soil water. Once mobilized, contaminants would 

migrate to the surface and escape into the atmosphere by volatilization. The contaminants could 

also migrate into ground water; however, this water would eventually be captured by the french 

drain. 

a 

The conceptual models depicted in Figures F3-5 and F3-6 do not include all the different 

contaminant sources that are known to occur at the site (e.g., particulate radioactive 

contamination in soils). Radioactive contaminants suspected to occur in shallow soils at the site 

are plutonium, americium, and uranium (EG&G 1991b). Uranium also occurs in ground water 

at OU1 (EG&G 1991b). Typically, these radionuclides are tightly bound to soil particles, with 

representative adsorption distribution coefficients for these radionuclides ranging from 35 to 

4,500 milliliters per gram (mllg). In relative terms, these adsorption distribution coefficients 

translate into retardation factors ranging from 150 to 19,OOO, indicating that the radionuclides 

are essentially immobile (assuming a porosity of 39.9 and a bulk density of 1.71 g/cm3) (Freeze 

and Cherry 1979, p. 404; equation 9.14, EG&G 1992b). Therefore, migration of radionuclides 
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through the ground water pathway (considered to be negligible) was not included in Figure F3-4. 

Nevertheless, the selected transport models should have the capability to incorporate radioactive 

decay and sorption of radionuclides. 

@ 

The colluvial soils beneath the site are relatively homogeneous; however, recent excavation for 

the french drain has revealed evidence of earth slumping. Characterization of slumping in the 

area is difficult because the slumps may be old and well healed, and substantial modification of 

the land surface has occurred, which obscures these features. The degree to which slumps and 

disturbed ground affect the ground water flow system beneath the site is not completely known; 

however, data collected thus far indicate slump features may limit contamination migration on 

a larger ScaIe and enhance the effectiveness of the french drain (EG&G 1991a, lWlb, 1991d). 

F3.5.1.2 Surface Water 

Surface water in the 881 Hillside area flows from west to east and occurs in the South 

Interceptor Ditch and Woman Creek. The South Interceptor Ditch and Woman Creek are also 

potential off-site (beyond the extent of OW), upstream sources of contaminated surface water. 

Pond C-1 (downgradient from the 881 Hillside area; Figure F3-5) receives stream flow from 

Woman Creek. Discharge from Pond C-1 is diverted around Pond C-2 (located east of C-1) 

back into the Woman Creek channel. Runoff from the southern part of RFP is collected in the 

South Interceptor Ditch and is discharged to Pond C-2. Water in Pond C-2 is treated and 

discharged to Woman Creek in accordance with the plant National Pollutant Discharge 

Elimination System (NPDES) permit (discharge point 007); it is then pumped from the Woman 

Creek Drainage to the Broomfield Diversion Canal located in the Walnut Creek drainage. 

Flow in the South Interceptor Ditch and Woman Creek is intermittent, appearing and 

disappearing along various reaches. During the 1986 and 1987 investigations, there was no 

surface water flow observed in Woman Creek downstream of Pond C-2. The intermittent 

surface water flow observed in Woman Creek and the South Interceptor Ditch indicate frequent 
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interaction with the shalIow ground water system. Preliminary evaluation of the operational 

french drain indicates that it effectively captures all identified ground water flow paths that may 

originate upgradient or within OU1 IHSSs. 
@ 

Surface water flow (overland flow) may also occur from roadways and parking lots in the area 

above 881 Hillside area. Such flow is not channelized or diverted into storm drains. Overland 

flow also occurs on the hillside due to periodic precipitation events. 

Portions of the South Interceptor Ditch and Woman Creek downstream from OU1 may be 
subject to waste loads from sources upstream (external to OU1) or from nonpoint sources 

(associated with OU1). Nonpoint sources are widespread sources of contaminants, such as an 
area of contaminated soil that covers 10 to 1,OOO (or more) square feet. Nonpoint source 

contamination is associated with random precipitation events: rain or snowmelt could come in 

contact with contaminated surface soils within an IHSS and portions of these soils could be 

transported in overland flow to the South Interceptor Ditch. Figure F3-7 shows the areas 

downhill from OU1 above the South Interceptor Ditch that could potentially be affected by 

nonpoint source contamination. 

F3.5.1.3 Air 

The extent of airborne erosion, transport, and dispersion of contaminants are influenced by the 

predominant wind patterns, atmospheric stability, and mixing heights over and in the vicinity 

of the OU1 site. 

The general annual wind pattern (EG&G 1991d), illustrated as a wind rose in Figure F3-1, 

indicates that winds flow from the north through western sectors (N, NNW, NW, WNW, W) 

approximately 45 percent of the year, with wind blowing predominantly toward the east and 

south-east sectors (12 percent). Outside of these sectors, the wind rose components average less 

than 5 percent per sector. The highest velocity winds (more than 15 m/s, Le., more than 33.5 

d h r )  are generally from the west and west-northwest sectors. While lower wind speeds reduce 
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the amount of dispersion (thus increasing the potential concentration of airborne contaminants), 

higher-velocity winds result in significantly higher emission rates of contaminated soils than do 

lower velocity winds since the erosion rate is a cubic function of wind speed. Although 

topographical conditions specific to OU1 may cause minor local variations in wind direction, the 

annual averages are not expected to be significantly different from those for the entire RFP site. 

The general area from east to south of the RFP, therefore, could be most impacted by 

atmospheric dispersion Erom RFP. 

@ 

Atmospheric stability, which affects the degree of plume dispersion, is predominantly neutral 

(Class D, 50 percent) to stable (Class E and F, 42 percent) (EG&G 1991d). Stable atmospheric 

conditions tend reduce the amount of plume dispersion and increase the concentration of 

contaminants in the plume, relative to neutral or unstable atmospheric conditions. 

Morning and afternoon mixing heights for the Denver area (Holzworth 1972) are an average of 
270 meters (m) and 2,500 m, respectively, during the year. Lower mixing heights tend to 

confine plumes more than higher mixing heights, thus increasing the concentration of plume 

contaminants at the receptor locations. However, these effects are only manifested at greater 

distances from the release point. 

a 

The general topography between OU1 and potential downwind receptors is gently sloping terrain 

with moderate relief. Hills or valleys do not provide major obstacles or channels to the 

prevailing airflows. Potential off-site receptors are located at slightly lower elevations relative 

to the site. 

The site is lightly to moderately vegetated and is representative of tall-grass prairies, short-grass 

prairies, and foothills regions. The more steeply sloped areas of the hillside are predominantly 

covered with grasses, while surface water drainage areas such as Woman Creek are host to 

grasses, cattails, rushes, and cottonwood trees. In general, this vegetative cover acts to reduce 

the effects of wind erosion, although contaminants such as metals, nonvolatiles, and 
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radionuclides bound to OU1 soils may be mobilized during periods when wind erosion of 

shallow soils does occur. In addition, soil gas that discharges to the atmosphere (if any) (Section 

3.5.2.1) would be diluted to the extent that outdoor atmospheric concentrations near OU1 and 

downwind of OU1 would be negligible. 

F3.5.2 Estimated Exposure Point Concentratio nS 

This section provides a description of the application of models used in characterizing and 

predicting contaminant concentrations for the PHE. Appendix F-3 presents the model selection 

criteria, objectives, and scope of the modeling study in more detail. 

F3.5.2.1 Soil Gas Transport 
The overall objective of soil gas modeling is to predict the transport and resulting concentrations 

of contaminants through the soil gas exposure pathway (Figure F3-6). Such predictions are 

made to provide the information necessary to perform the PHE. 

The residential/commercial structure associated with the future on-site receptor (Figure F3-8) 
is hypothetical and does not consider the specific geotechnical feasibility of such a construction 

on the hillside. A study of an area that is geologically and geotechnically similar to the 881 

Hillside area was conducted, however, in the Green Mountain area, (Jefferson County, Colorado 

(Schneider 1978). This study identified geologic hazards at Green Mountain, including, slope 

hazards, expansive soil and rock hazards, erosion and sedimentation hazards, and subsidence 

hazards. The characterization involved a literature review, aerial photograph interpretation, field 

investigations, exploratory drilling, and laboratory classification and testing of drill samples. 

The classification of geologic hazards and appropriate land use designations depend on "...the 

degree to which human health and safety, property and/or structures will be threatened if 

development occurs without regard to geologic conditions and processes" (Schneider 1978). 

Accordingly, four classifications of hazards were developed: high, moderate, low, and very low. 

Areas with a high hazard designation include two or more categories of geologic hazards. 

According to Schneider (1978), "Development in high hazard areas should not be permitted 
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unless it can be demonstrated that remedial engineering practices, careful site selection, proper 

preplanning and land reclamation (as necessary) will effectively minimize the hazards. Remedial 

engineering in high hazard areas may be prohibitively expensive for most types of 
developments." 

e 

The study by Schneider (1978) follows the guidelines presented in Rogers et al. (1974) of the 

Colorado Geological Survey (CGS). Other CGS publications dealing with geologic hazards are 

Jochim et al. (1988) and Wold and Candace (1989). These works emphasize geologic-hazard 

recognition and list guidelines and criteria for administration and designation of geologic hazards 

for local governments. Specifically, a qualified engineer/geologist must assess each site. If 

necessary, field studies similar to those conducted by Schneider et al. (1978), should be 

completed before sound engineering judgement can be made. 

Relating the guidelines presented by the CGS (Rogers et al. 1974) and the study by Schneider 

(1978) to construction at the 881 Hillside area, construction of residential or commercial 

structures may not be practical or feasible. Evidence in support of this was obtained during the 

construction of the french drain and Phase III investigation. The French Drain Geotechnical 

Investigation Report (EG&G 199ld) indicates that the potential for swelling soils exists in the 

colluvium and that the recent construction of the french drain has reactivated old slumps and 

landslides (see Attachment A4 of this report). Thus, the 881 Hillside area could be classified 

as a high hazard area according to Schneider (1978), which indicates that a detailed geotechnical 

study is needed for each potential construction project in the 881 Hillside area. 

F3.5.2.1.1 Soil-Gas Model Descriptions 

The description of the models that follows is a revised version of the model descriptions from 

Technical Memorandum No. 7 which is attached as Appendix F-3. The minor revisions to the 

notations were made to each model €or consistency. 
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The two cases of soil gas transport were considered for characterizing contaminant 

concentrations in structures associated with a future on-site cornmercialhdustrial receptor and 

a future on-site resident. Case 1 considers a uniform distribution of volatile organics in the 

unsaturated zone, and Case 2 considers a source of volatile organics at the water table (Figure 

F3-9). The models used to simulate Cases 1 and 2 are based on the work of Jury et al. (1983) 

and Johnson and Ettinger (1991), respectively. Phase III data indicate most contaniination is in 

the ground water. Therefore, Case 2 was chosen to represent the most applicable model for soil 
gas simulations at OU1. The Johnson and Ettinger model is described below (refer to Appendix 

F-3 for a discussion of Jury et al. [1983]). 

* 

The Johnson and Ettinger model (1991) estimates the volatilization of organic compounds from 

contaminated ground water using the following equation: 

where: a E =  
A, = 
G =  
C& = 

DTd = 
L , =  

contaminant transport rate (M/T) across some cross-sectional area, A 
cross-sectional area of building (L2) 
gas concentration at the contaminated ground water source (MIL3) 
contaminant concentration in soil near the point at which E is to be estimated 

effective porous-media diffusion coefficient of a contaminant in soil gas (L*/T) 
vertical distance between contaminated ground water and the point at which E is 
to be estimated (L) 

W3) 

This equation is a one-dimensional expression of Fick’s first law. In Equation 1, 

to the concentration of contaminant in ground water by Henry’s law: 

is related 

C, = C,K, 

where: 

C, = contaminant concentration in ground water (M/L3) 
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Equation 1 describes the diffusion of contaminants from the source to a location near the base 

of a structure (basement floor or floor slab). To estimate the flow rate (m of gas (air + 
contaminant) through the floor of the structure, Darcy's law, modified for gas flow across a 
permeable structure wall, can be used: 

where: 

& 
& 

dP 
dZ 

= volumetric flow of soil gas into the structure (L3rr) 
= intrinsic permeability of soil (L2) 
= viscosity of the gas (M/LT) 
= pressure differential across wall of structure (L) 
= thickness of wall Q 

The intrinsic permeability &) is related to the hydraulic conductivity by: 

k = -  KPV 
T w  

(4) 

where: 

K = Hydraulic conductivity 
T,,, = Specific weight of water (MlP/L2) 

When considering the flow properties of the foundation and assuming that gas flow occurs 

through permeable below-grade walls, rather than through cracks and openings, Equation 1 

becomes: 
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where: 

Cow = contaminant gas concentration in the building (M/L3) 

Once gas enters a building, a mixing calculation is applied to estimate the impact of ventilation 

of the building on contaminant concentrations within the structure (Johnson and Etthger 1991): 

where: 

Cd 
QB 
CB 

= contaminant concentration in soil gas near the building structure (M/L3) 
= ventilation flow rate within building (L3/T) 
= contaminant concentration in fresh, ventilated air (M/L3) (assumed to be zero) 
= ventilation flow rate exiting the building (L3/T) (assumed equivalent to QJ e 

Without a temporal component in this model (a nondepleting source), building concentration 

results are assumed constant through time (steady state). Therefore, results from Johnson and 

Ettinger (1991) produce conservative building concentrations for the future on-site receptors 

(commercial and residential), with ground water as the contaminant source. 

Equations 1 through 7 are hereafter referred to as the Johnson model. The inherent assumptions 

and limitations of the Johnson model are discussed in Technical Memorandum No. 7 (Appendix 

F-3). 

F3.5.2.1.2 Application of Soil Gas Models 

Appendix F-3 summarizes the chemical, material property, environmental, and building 

characteristic data available for conducting the soil gas modeling. 
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Appendix F-3 discusses the methods used for estimating statistics on the COC concentration 

data. In general, a probability plotting method ("else1 and Cohn 1988) was used for data sets 

with less than 80 percent nondetects; a one-half detection limit substitution was made for 

nondetects in data sets with nondetects exceeding 80 percent. Table F3-2 shows the method used 

for handling leftcensored data sets for each ground water COC. 

0 

Table F3-3 shows the mean input values for the soil-gas data. Several constant chemical 

parameters have been obtained from literature, which are listed as "constants" in Table F3-3. 

Appendix F-3 describes the soil gas model parameters that were estimated by published 

equations. These parameters include the adsorption distribution coefficient, the air and water 

molecular diffusion coefficients, and the effective porous medium diffusion coefficients. 

Environmental parameters necessary for soil gas modeling (Table F3-4) are not site-specific to 

OUl but have been collected at RFP. These values were obtained from Koffer (1989). Table 

F3-4 also lists mean material properties and residential/commercial building characteristics. The 

dimensions and ventilation rates for the residential structure are selected based on typical 

ventilation rates per volume of structures presented in United Nations (1988). Defining the 

characteristics of a commercial structure are more complex. Chapter 7 of the Uniform Building 

Code (UBC 1988) describes ventilation requirements of commercial structures (Group B 

Occupancy Buildings) in terms of air flow volumes per occupant. For example, Section 705 

states "The mechanically operated ventilation system shall be capable of supplying a minimum 
of 5 cubic feet per minute of outside air per occupant with a total circulation of not less than 15 

cubic feet per minute per occupant in all occupied portions of the building." Buildings where 

Class I, XI, and III-A (flammable and combustible) liquids are used must provide a ventilation 

rate of six air exchanges per hour. 

In this analysis, an area of 930 m2 (l0,OOO f?) and a volume of 2,550 m3 (89,983 ft3) are 

assumed for the dimensions of the commercial structure. To comply with the UBC guidelines 

and remain conservative in the estimation of building concentrations, the guideline of 15 
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TABLE F3-2 
METHOD FOR HANDLING LEFT-CENSORED DATA SETS 

a 
DL = Detection limit 
MDL = Multiple detection limits 

For a description of the probability plotting mcthod (Hebe1 and Cohn 1989), see Appendix F-3. 
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TABLE M-4 
ENVIRO"TAL, MATERIAL PROPERTY, AND BUILDING 

CHARACTERISTICPARAMETERS 

a Koffer(1989) 
b 
c 
d United Nations (1988) 
e Unifozm Building W e  (1988) 
f EG&G(1992b) 
g 

French Drain Gctcchnjcal Rcport (EG&G 1991d) 
Phase ITI Work Plan (EG&G 1991b) 

Calculated value (see scdion 3.5.2.1.1) 
h C.lCulatcd V ~ U C  (oct Apptndix F-3) 
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cubic feet per minute (cfm) per occupant was applied. To calculate the air exchange rate, 100 

persons are assumed to occupy the building. These assumptions produced an air exchange rate 

of 2,550 m3/hour(hr) for the commercial structure. Therefore, estimated commercial and 

residential building concentrations are equivalent because one volume of air is exchanged per 

hour for each structure. 

@ 

In applying the soil gas models to conditions at OU1, two sampling techniques were used as part 
of the uncertainty analysis of model inputs to building concentration results. A discussion of 
these sampling techniques is necessary to understand the procedures employed in this analysis, 
and may be found in Appendix F-3. 

As discussed previously, the Johnson model was selected to simulate contaminated ground water 

as the source of potential soil gas in residential/commercial structures. The following 

assumptions are made for the soil gas simulations: 

1) Contaminants are uniformly distributed in aerial extent beneath the structures. 

2) Contaminated soil encompasses the entire plan view area of the structures. 

3) Ground water concentrations from Phases I, 11, and III data are assumed the source 
concentration for all COCs. 

4) Contamination is limited to the colluvium. 

5) Depth to water table (contaminant source) is 2.5 m from the ground surface and the 
building foundation has a 1-m crawl space with a permeable floor. 

Assumptions 1 and 2 are conservative because building concentrations should be overestimated. 

Assumption 4 is based on Phase III data, which does not indicate significant contamination in 

bedrock. Assumption 5 reflects typical colluvial thickness in MSS 119.1 (where consistently 

large values of volatile organic concentrations are detected) and complies with model framework 

assumptions. Figure F3-10 is a schematic of the Johnson and Ettinger model. 
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The steps for producing building concentrations with the Johnson model are as follows: a 1) Evaluate the sensitivity of input parameters to the resulting building concentrations. 

2) Construct cumulative distribution function (CDF) from the sensitive input distributions. 

3) Randomly sample from CDFs using Latin hypercube and simple random sampling. 

4) Produce probability distribution functions of steady-state COC building concentrations 
based on 100 samples or simulations. 

Since the Johnson and Ettinger model simulates a steady-state conditions, no time factor was 

figured into the concentration values. Therefore, the contaminant source is not depleted and the 

output of the model yields one concentration value per COC applicable to all times. 

F3.5.2.1.3 Sensitivity Analysis of the Soil Gas Modeling 

The sensitivity analysis involved a qualitative examination of model response to each input 

parameter. Building concentrations were calculated with mean values while varying each 
parameter independently over its designated range. This is the procedure used for a l l  parameters 

except porosity. The moisture content was set to its minimum value,'and porosity varied over 
its entire range; then, porosity was set to its maximum value, and the moisture content was 

varied over its entire range. This was done so there would be no overlap in the assigned values 

of the two parameters; the moisture content cannot be larger than porosity. Figure F3-11 shows 
the sensitivity of building concentrations of carbon tetrachloride with respect to the input 

parameters (building under-pressurization, fraction of organic carbon, intrinsic permeability, 

moisture content, porosity, and bulk density) that were varied over their reported ranges in the 

Johnson and Ettinger model. Each COC exhibited similar responses to the variation in input. 

It is apparent the resulting building concentrations are most sensitive to fraction of organic 

carbon, moisture content, porosity, and dry density. 

a 

The sensitivity of the model to these parameters can be attributed to the effective diffusion 

coefficient (see Appendix F-3). The effective diffusion coefficient DT* is the property 

principally responsible for volatilization of an organic compound. For example, for volatile 
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organics residing predominantly in the gas phase, && is proportional to the 10/3 power of 

volumetric air content. Therefore, an increase in the water content decreases the volatilization 

flux. 

@ 

F3.5.2.1.4 Uncertainty Analysis 

In the uncertainty analysis step, the following parameters were considered: organic carbon 

fraction, moisture content, porosity, and dry density for analyzing building concentrations. In 
addition, building concentrations were assessed that considered the uncertainty of the 

concentration of each COC. 

Latin hypercube sampling (LHS) (see Appendix F-3) was used to address the uncertainty of the 

aforementioned parameters for the COCs. Table F3-5 lists the input parameter statistics and 

sampling methods for the sensitive material properties for the models and Table F3-6 lists the 

statistics and sampling methods used for each COC. 

LHS is the preferred sampling technique (McKay 1979, 1988) for representing the distribution 

of input variables. To assess the uncertainties associated with soil gas modeling, LHS was used 

for sampling independent input variables. For dependent variables (bulk density/porosity and 

porosity/moisture content), the Exact Sampling Method (see Appendix F-3) was used. Because 

porosity had the smallest number of available data (six data points), bulk density was first 

sampled and porosity was calculated using the sampled bulk density value and an average 

specific gravity value of 2.65. The sampling of moisture content was then constrained to the 

calculated value of porosity. This method is generally known as the Exact Sampling Method. 

The relationship of porosity to moisture content is as follows: 

& = $ + a  

where: 

9 = porosity 
8 = moisture content 
a = aircontent. 
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If LHS is used to calculate porosity values, then the probability distribution function of moisture 

content is conditional to the fixed sample porosity value (i.e., the maximum moisture content 

is less than or equal to porosity). This sampling method compensates for this case by 

constraining the limits to the dependent variable’s distribution. 

0 

For this analysis, porosity is assumed to be independent and moisture content to be dependent. 

LHS was used to select input values of porosity and simple random sampling (SRS) was used 

to select input values of moisture content from its conditional distribution. Because the SRS 

technique was used, a larger number of simulations are necessary to adequately represent the 

distribution of building concentrations. As stated by McKay (1988), SRS generally yields output 

values that span 75 percent of the probability content of the distribution of the output at least 95 

percent of the time, on average, for a sample size of 20. For this analysis, 100 simulations 

(Le., 100 sample intervals were used for each LHS variable and 100 random samples were 

selected by SRS) are assumed adequate to represent the distribution of building concentrations 

for each COC. 

The CDF-inverse method (Appendix F-3) is used for LHS and SRS. To obtain the random X 
a 

values (XI, ..., X,) from the CDF of each variable, a third-degree polynomial is used to 

simulate the CDF. The fitted polynomials show good correlation with respect to the actual CDF 

curves (Tables F3-5 and F3-6). With the fitted curves, the random X values from each 

distribution are obtained and are subsequently grouped and input into the model. 

F3.5.2.1.5 Soil-Gas Modeling Results 

Table F3-7 provides residential/commercial building concentrations, as estimated from the 

Johnson and Ettinger model. These results are steady-state (constant concentration source) and 

represent a conservative approximation of building concentrations. Building concentration 

distributions for each COC from the Johnson model are also assumed to be log normal and 

results (mean and standard deviation) are presented as natural log values. 
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TABLE F3-7 
RESIDENTIAL/COMMERCIAL BUILDING CONCENTRATIONS ESTIMATED 

FROM JOHNSON MODEL 

Carbon Tetrachloride 

1,l-Dichloroethene 

Tdal 1,2-Dichloroethene 

Tetrachloroethene 

1 , 1 ,l-Trichloroetbane 

Ln 1.450 2.444 

Ln 1.63 1 2.955 

Ln 1.603 1.543 

Ln -1.064 4.957 

Ln -1.795 5.908 
~~~~ ~~ 

Trichloroethene In 

moroform Ln 

Methylene Chloride Ln 

Dichlorodifluoromethane Ln 

~~ ~ -~ 

0.156 5.398 

0.940 1.986 

1.313 1.448 

-1.048 1.069 
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F3.5.2.2 Ground Water Transport 

For the 881 Hillside area, the construction and operation of the fiench drain simplifies the 0 
ground water flow system beneath the site by reducing ground water travel times and distances. 

The french drain was assumed to be 100 percent effective in capturing shallow, contaminated 

ground water (Section 3.5.1.1). Therefore, to provide a conservative simulation of soil gas 

transport, ground water transport is assumed to be so slow that no measurable ground water 

transport over 30 years would occur. Based on this assumption, no ground water transport was 

simulated. 

F3.5.2.3 Surface Water Transport 

The purpose of the surface water transport modeling is to estimate the potential concentration 

of contaminants in the South Interceptor Ditch caused by future erosion of surface soils in OU1. 

Sediment within the South Interceptor Ditch was sampled and chemical analysis was performed 

as part of the Phase I, II, Ill RI (Rockwell International 1988). These data are probably affected 

by the 903 Pad Area (EG&G 1991b). 

The potential for future transport of contaminants from OU1 by surface 
a 

evaluated using an empirical mathematical model. Refer to Appendix 

description of the surface water model and the associated assumptions and 

water erosion was 

F-3 for a detailed 

limitations. 

F3.5.2.3.1 Application of Surface Water Model 

Technical Memorandum No. 7 (Appendix F-3) presents a summary of the data available for 

conducting surface water modeling. Much of the data presented in this memorandum is based 

on data collected prior to the Phase III characterization. At the time this report was prepared, 

however, Phase Ill data was available for analysis. 

The ratio of the areas of contaminated soil to the total hillside area was used to estimate 

contributions of COCs to the South Interceptor Ditch. Equation 9 in Section 3.4.1 of Technical 

Memorandum No. 7 provides the mathematical expression for this ratio. 
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F3.5.2.3.2 Surface Water Transport Results 

Table F3-8 provides a summary of the results of the surf'ace water modeling for OU1. In 
addition to the assumptions provided in Technical Memorandum No. 7 (Appendix F-3), it was 

assumed that each MSS is uniformly contaminated over its entire area (based on Phase III data). 

* 
F3.5.2.4 Atmospheric Emissions and Transport 

Air modeling was performed to provide estimates of emissions, dispersion, and deposition of 

contaminants present in OU1 surface soils. Based on these predictions, an exposure assessment 

for airborne pollutants can be developed. The scope of this effort includes modeling both near- 
field (on-site) and far-field (off-site) scenarios. Far-field models are more complex and include 

most of the requirements of near-field models, with the addition of transport, dispersion, and 

deposition of contaminants. 

F3.5.2.4.1 Atmospheric Model Descriptions 

F- - The MILDOS-AREA code (Yuan et al. 1989) is used to model OU1 

particulate emissions from the source, transport in air, and deposition at the receptor locations. 

This code has been used extensively by the U.S. Nuclear Regulatory Commission to assess 

impacts to the public of aeolian (wind) erosion of particulates and radon gas from uranium mill 

tailings piles. The results of the code compare favorably to the results obtained in similar cases 

using AIRDOS-EPA. -OS-AREA was used to determine the amount of contaminants 
released and contaminant pncentrations at the receptor location, not actual doses. Once 

concentrations at the receptor locations were calculated, near-field models were applied. A 15- 

centimeter (cm) foot zone/plow model was used to the convert the output of the MILDOS-AREA 
code from surface concentrations (due to deposition) to soil concentrations in the root zone. The 

following paragraphs describe the use of the dispersion and mot-zone models in more detail. 

0 
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TABLE F3-8 
ESTIMATED SOIL CONCENTRATIONS IN SEDIMENTS OF THE 

SOUTH INTERCEPTOR DITCH 

Acenaphthene 

Fluoranthene 

1.33E-01 8.42E-03 2.29E-02 

3.41E-01 2.16E-02 5.87E-02 

I Benzo(a)an-e I 2.92E-01 I 1.85EM I 5.03E-02 I 

Benzo(k)fluoranthene 

AROCLOR-1254 

Benzo(a)pyrene I 2.81E-01 I 1.78E-02 I 4.84E-02 1 
-~ ~ 

2.82E-01 1.79E-02 4.86842 

9.00E-02 5.70E-03 1 .%E42 

I Benzo(b)fluoranthene I 3.11E-01 I 1.97E-02 I 5.35E-02 I 

Fluorene 

I Pyrene 

Americium-24 1 

Plutonium-239 ,-240 

D i b e n z o ( a , h ) a n t e  

1.85E-01 1.17E-02 3.19E-02 

7.58E-02 4.40E-01 2.79E-02 

2.20E + 02 1.39E +01 3.79E + 0 1 

1.35E+03 8.55E + 01 2.32E + 02 

1.85E-01 1.17E-02 3.19E-02 

a 

b 
c 
d 

Total area above SID affected by runoff 1.6 x 106 
(see Figure F3-7). 
Units are pgkg for chemicals and pCUg for radionuclides 
Area of IHSS 119.1 = 101,327 ft '. 
Total area of IHSSs 119.1, 119.2 and 130 = 275,493 ft'. 
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Most emissions from OUl will result from wind erosion of contaminated soils, which take the 

form of airborne particulates of various sizes. Most wind-erosion, particulate-emission models 

are cubic functions of average wind speed that consider vegetated cover fractions, threshold wind 

speeds, and surface roughness. MILDOS-AREA incorporates a dusting algorithm that couples 

particulate emissions with the joint frequency distributions of wind speed, direction, and 

stability. The algorithm in MILDOS-AREA was developed for emissions from uranium mill 

tailings and allows the user to input the anticipated particle size distribution. Due to the original 

purpose of the code to assess the impacts of uncovered mill tailings piles, MILDOS-AREA 

assumes unvegetated surfaces; therefore, a correction factor to account for the vegetated fraction 

of land surface (Cowherd et. al 1984) was applied to the results (1-VF, where VF is the fraction 

of soil covered by vegetation), providing a more realistic estimate of actual emissions. 

Emissions from OU1 will occur over a relatively long time scale. MILDOS-AREA is a long- 

term atmospheric dispersion model that uses annual average meteorological data similar to the 

data required to run AIRDOS-EPA. The transport section of MILDOS-AREA consists of the 

standard Gaussian model (as found in most airborne dispersion codes, including ISC, FDM and 

AIRMIS-EPA), which can adequately describe long-term dispersion from OU1. In addition, 

the algorithm coupling winddependent particulate emissions with particulate dispersion is 
particularly advantageous since it reduces the amount of input required and provides a more 

realistic description of an actual physical phenomenon. 

@ 

MILDOS-AREA is capable of modeling the long-term emissions from OU1 that may occur over 

several years by integrating the deposition/depletion of contaminants at the receptor location, and 

accounting for resuspension of previously deposited contamination. The model is also capable 

of calculating the different deposition (and plume depletion) rates for each particle size class. 

Different time frames were input to MILDOS-AREA, which was used to compute the long-term 

accumulation and resuspension of contaminants at the receptor location over a 30-year residence 

period. In addition, the MILDOS-AREA calculate the deposition rates of each particle-size class 
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individually, so that respirable (i.e,, particulate matter less than 10 microns) and total suspended 

particulate concentrations and deposition are computed separately. 

MILDOS-AREA was not used to compute the actual point concentrations of individual 
con taminants. Rather, it was used to derive unit concentration factors at the receptor location 
based on unit concentrations in soil at the source. 

Near-Field Model - The concentrations of respirable contaminants in air over OU1 were 

ddated to assess the potential health impacts to c m t  or future users of the site. The result 
from the MILDOS-AREA run was used to estimate the total annual emission from the site based 

on a unit concentration of uranium-238 in soil. This annual emission rate was coupled with a 
simple box model to estimate concentrations of contaminants in air above the source. The 

following equations were used to calculate Concentrations of contaminants in air: 

R F =  

v F =  
v R =  
w =  

U = 

- - * 

x (1-VF) x RF 

3.15~10' 171 x VR [g] (9) 

respirable concentration of contaminant in air 
concentration of contaminant in soil 
respirable concentration of dust 
mixing height 
annual emission rate from OU1 per unit concentration of uranium-238 in 
soil (calculated using MILDOS-AREA) 
respirable fraction of dust (< 10 microns bm]) 
mean annual wind-speed 
fraction of soil covered by vegetation 
ventilation rate in air mixing volume above OU1 
crosswind width of OU1 
contaminant unit: picoCuries @Ci) for radionuclides, milligram (mg) for 
nonradionuclides 
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F3.5.2.4.2 Application of Air Emission and Transport Models 

This section describes the application of the models described in the previous section. Appendix 

F-3 provides the data used in performing these calculations. 

Far-Field Mode 1 - For radionuclides, a 1 pCi/g concentration of uranium-238 in soil (distributed 

over the entire area covered by OUI) was input to the MILDOS+AREA. The resulting output 

concentrations at the receptor location were obtained in units of @i/d in air (for each particle 
size) and pCi/m2 deposited on soil. This was repeated for each time frame, and 30-year average 
concentrations were computed. These average concentrations can be considered scaling factors, 
with units of 6 i / m 3  in air or pCi/m2 in soil at the receptor per &i/g in soi~ at the source. soil 

Contamination at the source, expressed as pglg or mg/g for nonmdionuclides, were converted 
to output concentrations in units of pg or mg per m3 (in air) or per m2 (on surface) at the 

receptor location using the same scaling factors used for radionuplides. In modeling root-zone 

uptake by vegetation, the surface concentrations in pCi, mg, or pg per m2 were distributed 

uniformly in the top 15 cm of the soil layer by assuming the soil is plowed annually (Gilbert 
et al. 1989). Volume-based concentrations in soil were then divided by a soil density of 1.6 
g/cm3 to obtain mass-based concentrations (e.g., 1 pCi/m* = 6.7 E-06 pCi/cm3 in top 15 cm = 

4.2 E46 pCi/g). 

Table F3-9 presents the results from the MILDOS-AREA run, based on a 1 pCi/g uranium-238 

concentration in soil at OU1. The 30-year average concentrations of respirable particulates in 

air and concentrations in soil at the receptor location, taking into account the vegetated fraction, 

are presented in the bottom row of Table F3-9. These numbers were used to convert 
contaminant soil concentrations at OU1 into contaminant concentrations at the receptor locations. 

The far-field model also was used to estimate the total annual emission of 

i 
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TABLE F’3-9 
RESULTS OF FAR-FIELD MODEL 

~~ ~~ ~ 

* pCi for radioactive contaminants, mg for chemical contaminants 
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contaminants per unit contaminant concentration in soil at OU1. An annual emission rate of 

1.46 E-04 curiedyear (Ci/yr) per pCi/g was used as input to the near-field model. 

Near-Field (On-Sitd Model - The on-site concentration of contaminants in air was calculated 

ushg the equations presented in Section 3.5.2.4.1. Assuming a down-wind width (W) of 200 
m, a miXing height (H) of 3 meters, and a mean wind speed (u) of 4.0 meters per second 

(dsec), the ventilation rate (VR) over O U ~  is calculated at 2,400 m3/sec. using this ventilation 

rate, an emission rate of 1.46 E+OS pCi/yr per pCi/g, a vegetated fraction of 0.57, and a 
respirable particulate fraction of 0.44 results in a respirable dust concentration of 3.6 E-04 g/m3. 

This is within a factor of two times the default respirable dust concentration used in the 

RESRAD code (Gilbert et al. 1989). 

F3.5.2.4.3 Sensitivity Analysis of Air Emission and Transport Models 
Particle size fractions were varied plus or minus 25 percent to estimate sensitivity of the air 

emission and transport models. There is a direct linear correspondence of respirable airborne 

mass With particle size fraction. Particle deposition, however, has a non-linear inverse 

relationship to particle size fraction. An increase of 25 percent of the respirable fraction results 

in an approximately 10 percent decrease in deposition. 

Sensitivity analysis was not conducted on the standard parameters of the Gaussian plume 
equation. Gaussian models are firmly rooted in available experimental data and are also the 

most extensively validated class of dispersion models (NCRP 1984). In general, predictions are 

within a factor of two of actual concentrations (EPA 1992a). 

F3.6 SUMMARY OF ESTIMATED EXPOSURE POINT CONCENTRATIONS 

Table F3-10 presents the estimated exposure point concentrations used to calculate intakes and 

resulting risks. Concentrations of volatile organic hydrocarbons in indoor air were modeled 

from ground water concentrations and the concentrations of respirable contaminants in air were 

calculated using the box model. 
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Woman Creek received flow from other sources in addition to OU1. Consequently, 
estimated contributions of overland flow from OU1 to sediment concentration in the South 

Interceptor Ditch and Woman Creek were found to be less than the measured sample data. 

Source-measured data typically involves fewer assumptions and less uncertainty than 

modeling; therefore, concentrations of contaminants measured in sediment and surface water 
were used for the PHE. 

On-site and off-site crop concentrations were calculated from soil concentrations and included 
fugitive dust deposition calculated from air concentrations. Appendix F-4 presents the details 
of the determining crop concentrations. 

The concentration of each contaminant measured in OU1 surface soils was multiplied by the 

30-year-average scaling factors (Table F3-9) to determine the concentrations of each 
contaminant both in on- and off-site air (respirable particulates, Le., PM10) and in soils at 

the location of the current off-site resident. 

The exposure point concentrations resulting from the air emission and transport pathways 
were used to estimate the risks to exposed individuals (see Section F6). 

F3.7 ESTIMATE RECEPTOR INTAKES 
As discussed above, environmental fate and transport modeling and/or monitoring data were 

used to estimate chemical concentrations in the transport media (Le., soil, air, water) at the 
point of contact with the receptor. Such contact constitutes human exposure. Human 
exposure is expressed in terms of intake and defined as the amount of a chemical substance 

taken into the body per unit body weight per unit time. Intake rates were calculated 

separately for exposures to chemicals in each environmental medium via soil, air, ground 

water, surface water, and food. Intakes are expressed for chemicals in units of milligram of 

substance per kilogram of body weight per day (mg/kg/day), and for radionuclides in 
picocuries si). 
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Estimates of human intake for each pathway were calculated based on the equations from 
RAGS (EPA 1989a) (see Attachment F-4). Sections F3.3 and F3.4 above presented the 
equations used to calculate the pathways and exposure scenarios. Attachment F4 presents the 
resulting intakes for each receptor. 
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F4 - 
This section summarizes toxicity &ta for radioactive and nonradioactive COCs at OUl. The 

toxicity assessment evaluates the nature and extent of health effects from exposure to Site-related 
contaminants and it consists of a hazard evaluation and a dose-response assessment. The hazard 

evaluation involves a comprehensive review of toxicity data to identify the severity of potentially 

toxic properties asstdated with the COCs. Once the potential toxicity of a chemical has been 
established, the next step is to determine the amount of chemical exposure that may result in 
adverse human health effects (i.e., to establish the dose-response relationship for each COC). 

Thus, the toxicity assessment evaluates the increased likelihood of adverse health effects as a 

result of human exposure to siterelated chemicals. 

COCs were classified into two broad groups based on their mechanism of toxicity: carcinogens 

and noncaninogens. These classifications were selected because certain contaminants can have 

both properties (e.g., 1,ldichloroethene and carbon tetrachloride), and because health risks are 

calculated differently for carcinogenic and noncarcinogenic effects. Potentially hazardous 

materials are discussed in terms of either chronic or acute noncarcinogenic and carcinogenic 

effects. Estimating chronic effects is appropriate, since chronic effects are a better measure of 
long-term impacts than acute effects (EPA 1989a). Radionuclides are discussed in terms of the 
carcinogenic potential associated with exposure to ionizing radiation. 

The toxicity constants were developed according to the steps presented in the Risk Assessment 

Guidance for Superfund (RAGS) (EPA 1989a). Several sources of toxicity data were used in this 
assessment. EPA (1992a) annually publishes (with quarterly updates) a summary of health risk 

information which is entitled the Integrated Risk Information System (IRIS). XIUS contains only 
those toxicity values that have been verified by EPA’s Reference Dose or Carcinogen Risk 

Assessment Verification Endeavor (CRAVE) Work Groups and supersedes all other sources of 

toxicity information. If the necessary data were not available in IRltS, EPA’s Health E#ecfs 
Assesmnf Summary Tables (EPA 1991a, 1992b) were used. Secondary sources of information 

include EPA Region IV guidance ( l 3 A  1992c) and the EPA Region VIII Toxicologist. 
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F4.1 

The RfD is a chronic human equivalent dose concentration based on the observed on adverse 

effect level (NOAEL) in animal dose response toxicological studies. Unlike carcinogenic 

compounds, substances that could cause systemic toxicity (i.e., toxic effects other than cancer) 
appear to do so through mechanisms that include a physiological threshold. Thus, a certain dose 

of ampound must be present before toxic effects will be observed. With noncarcinogens, 

organic, compensating, and other adaptive mechanisms may exist that must be overcome before 
a toxic endpoint would be come evident. For example, there could be a large number of cells 

performing the Same or Similar function whose population must be affected before the toxic 

refponse would be observed. 

TOXICITY ASSESSMENT FOR NONCARCINOGENIC CONTAMINANTS 

Rflls are estabIished by =A's Reference Dose Work Group, which draws on traditional risk 

assessment reports (e.g., NRC 1983a) to more fully articulate the use of noncancer and 

nonmutagenic experimental data in reaching regulatory decisions about the significance of 

exposures to potentially hazardous chemicals. RfDs represent the level of chemical intake that 
is not expected to produce adverse effects, even in sensitive subpopulations, over a lifetime of 
exposure. (Since it is prudent to focus on the most sensitive members of the population, 

regulatory limits are generally established to maintain exposures below the population threshold, 

which is defined as the lowest of the individual thresholds within a population.) Thus, there is 
some level of exposure (i.e., the RfD value) that individuals can tolerate without experiencing 

adverse health effects. Conversely, if exposure exceeds this threshold level, there may be some 
concern that exposed individuals will experience noncarcinogenic health effects. 

RfDs are typidy calculated by dividing a NOEL, NOAEL, or LOAEL dose (in units of 

mg/kg/day) by an uncertainty or safety factor that typically ranges from 10 to 10,OOO. NOEL, 
NOAEL, and LOAEL are defined as follows (EPA 1989a): 

NOEL: No Observed Effect Level-The dose at which there are no statistically or 
biologically significant increases in the frequency or severity of effects between 
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the exposed population and the corresponding control population (Le., no 
measurable effects are produced at this dose). 

NOAEL: No Observed Adverse Effect level-The dose at which there are no statistidy 
or biologically significant increases in the frequency or severity of adverse 
effects between the exposed population and the corresponding control 
population. Effects are produced at this dose, but they are not considered 
adverse. 

ID= Lowest Observed Adverse Effect Level-The lowest dose of a chemical in a 
study or group of studies that produces statistically or biologically significant 
increases in the frequency or severity of adverse effects between the exposed 
population and its appropriate control. 

Uncertainty factors (UFs), e.g., safety factors, are applied to ensure health protective standards 
for all segments of the potentially affected population. RfDs are derived from the NOAEL or the 

LOAEL for the critical toxic effect by the consistent, conservative application of UFs and a 
modifying factor (MF), if necessary. UFs are generally applied as multiples of 10 (although 

values less than 10 are sometimes used), with each factor representing a specific area of 
uncertainty inherent in the extrapolation from the available data. 

The bases for applying different UFs are defined as follows: 

If the NOAEL is based on human data, an UF of 10 is usually applied to account for 
variation in sensitivities among individuals. It is intended to protect sensitive 
subpopulations (e.g., the elderly and children). 

If the NOAEL is based on animal data, an additional UF of 10 is used to account for 
the interspecies variability between humans and other animds. 

If the NOAEL is derived from a subchronic instead of a chronic study, an additional 
UF of 10 is applied to extrapolate a subchronic value to a chronic value. 

If a LOAEL is used instead of a NOAEL, an additional UF of 10 is used to account 
for the uncertainty associated with extrapolating from LOAELS to NOAELs. 

In addition to the UFs listed above, an MF can be arbitrarily applied. MFs range from 1 to 10 

and reflect a qualitative professional assessment of additional uncertainties not specifically 
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addressed by the abovementioned UFs. The default MF value is 1.0. For example, a LOAEL 

of 12.9 milligrams per kilograms per day (mg/kg-day) was established for chloroform based on 

the development of fatty cysts in the liver of dogs. An UF of 10 was applied to this LOAEL to 

account for the fact that the LOAEL was not based on human data, which was intended to protect 

sensitive subpopulations. An additiond UF of 10 was applied to account for the interspecies 
vax5abiMy between humans and dogs. Finally, an additional UF of 10 was applied to convert the 

chronic LOAEL measured in the laboratory to a chronic NOAEL. A MF of 1.0 was also 

assumed. Thus, dividing the LOAEL determined for dogs by a UF of lo00 and a MF of 1.0 

yields a chronic oral RfD of 0.01 after rounding to the nearest significant digit. 

In general, RfDs represent an estimate of the potential toxicity of a chemical and with variability 

typicaUy spanning one order of magnitude (EPA 1992b). This method of deriving health- 

protective RfDs is conservative since it inherently assumes that humans are more sensitive than 

laboratory animals. If the laboratory animal is, in fact, more sensitive to a given chemical than 

humans, then the application of an additional factor of 10 to account for variability between 

humans and other animals means that the possibility of an adverse health impact estimated using 

that IUD would be overestimated. Although this approach may overestimate the possibility that 

exposed individuals could experience adverse health effects, EPA’s rationale is that the risks 
estimated using this approach represent the highest risk to which any individual living near the 
site is likely to be exposed. Thus, EPA chooses to err on the side of conservatism to ensure that 

potential health risks are not underestimated. 

Inhalation RfDs are derived from NOAELs by applying UFs similar to those used for oral RfDs. 
Inhalation toxicity data can be listed as a reference concentration (in mg/m3) or as an inhaled 

intake (in mgkg-day). Reference concentrations are the concentration of a chemical in air (in 
mg/m3) that will not cause adverse health effects in exposed populations assuming a continuous, 
24-hour-a-day exposure. The default adult body weight and inhalation rate of 70 kg and 20 
m3/day, respectively, can be used to convert a reference concentration to an inhaled intake (RfD). 

F4-4 



Oral and inhalation RfDs are typically expressed as one significant figure in units of mglkg-day. 
Most RfDs developed by EPA, to date, are based on the administered versus absorbed doses. The 
administered dose approach is also conservative, since it does not allow for some fraction of the 
administered dose to not be absorbed across the lung, skin, or gastro-intestinal tract barrier, 
making the dose that actually affects a target organ or system lower. It is g e n d y  agreed, 

however, that the administered dose approach is reasonable and provides results that are protective 
of human health (OSTP 1985). 

Thus, oral and inhalation RfDs are a consewative estimate (with an established u n d t y )  of 
a daily exposure that is not likely to have appreciable risk of deleterious effects over a lifetime 
of exposure. Table F4-1 lists the oral and inhalation RfDs (where available) for the 
noncarcinogenic COCs established for OU1 and their associated UFs. Xnhalation and oral RfDs 

are not available from IRIS or HEAST for many compounds. Inhalation RfDs for 
l,l-dichlomethene, chloroform, and trichloroethene are pending in IRIS (EPA 195%). The oral 

RfD for l,l,l-trichlomethane has been withdrawn from IRIS (EPA 1992a), while oraI RfDs for 
1,2-~isdichloroethene and trichloroethene are pending. 

Potential health effects of chronic exposure to noncarcinogenic compounds are assessed by 

calculating a hazard quotient (HQ) for each chemical of concern. A HQ is derived by dividing 
the estimated daily intake by a chemical-specific RfD as shown in this equation: 

Intake Hazard Quotient = - RfD 

An HQ greater than 1.0 indicates that exposure to that contaminant may cause adverse health 

effects in exposed populations. It is important to note, however, that the level of concern 
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associated with exposure to noncarcinogenic compounds does not increase linearly as HQ values 

exceed 1.0. In other words, HQ values do not represent a probability or a percentage. For 

example, an HQ of 100 does not indicate that adverse health effects are 10 times more likely to 
occur than an HQ value of 1 .O. All one can conclude is that HQ values greater than 1 .O indicate 
that noncarcinogenic health impacts are possible, and that the more an HQ value exceeds unity, 
the greater tbe concern about adverse health effects. 

Typically, chemical-specific HQs are summed across pathways to calculate a hazard index CHI). 

Individual pathway HI values can then be summed to determine a cumulative HI value for all 

exposure pathways and COCs. This approach can result in a situation where a pathway €€I value 

exceeds unity even when none of the chemical-specific HQ values exceed unity, which indicates 
that adverse systemic health effects would be expected to occur only if the individual were 

exposed to multiple contaminants simultaneously. If an individual or cumulative HI value exceeds 

1.0, EPA (1989a) recommends segregating chemicals by effect on a target organ or system, and 

calculating separate HI values for each target organhystem. For example, all COCs that affected 

liver histopathology would be separated and used to calculate a target-specific HI. If any of these 

target- or organ-specific HI values exceed unity, adverse noncarcinogenic health effects are 

possible. In the absence of direct knowledge about the possible additive, synergistic, or 

antagonistic effects of simultaneous exposure to multiple compounds, simple additivity is assumed 
for similar target organs or systems. 

F4.2 TOXICITY ASSESSMENT FOR CARCINOGENIC CONTAMINANTS 

Potential carcinogenic effects are expressed as the probability that an individual will develop 

cancer from a Iifetime exposure. This probability is based on projected intakes and chemical- 

specific dose-response data called cancer slope factors (SFs). Cancer SFs and the estimated daily 

intake of a cumpound, averaged over a lifetime of exposure, are used to estimate the incremental 

risk that an individual exposed to that compound may develop. This estimate is derived using the 
following equation: 

. 
i 
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Risk = Intake X SF (2) 

Evidence of chemical carcinogenicity originates primarily from two sources: lifetime studies with 
laboratory animals and human (epidemiological) studies. For most chemical carcinogens, animal 

data from laboratory experiments represent the primary basis for the extrapolation. Major 

assumptions arise from the necessity of extrapolating experimental results: across species (from 

laboratory a n i d s  to humans), from highdose regions (to which laboratory animals are exposed) 
to lowdose regions (levels to which humans are likely to be exposed in the environment), and 

across routes of administration (inhalation versus ingestion). Federal regulatory agencies have 

traditionally estimated human cancer risks associated with exposure to chemical carcinogens on 

the administered-dose basis according to the following approach: 
The relationship between the administered dose and the incidence of cancer in 
animals is based on experimental animal bioassay results. 

The relationship between the administered dose and the incidence of cancer in the 
lowdose range is based on mathematical models. 

The dose-response relationship is assumed to be the same for both humans and 
animals, if the administered dose is measured in the proper units. 

Thus, effects from exposure to high (administered) doses are based on experimental animal 

bioassay results, while effects associated with exposure to low doses of a chemical is generally 

estimated h m  mathematical models. 

For carcinogens, EPA assumes a small number of molecular events can evoke changes in a single 

cell that can lead to uncontrolled cellular proliferation and tumor induction. This mechanism for 

carcinogenesis is referred to as stochastic, which means that there is theoretically no level of 

exposure to a given chemical that does not pose a small, but finite, probability of generating a 

carcinogenic response. Since risk at low exposure levels cannot be measured directly either in 

laboratory animals or human epidemiology studies, mathematical models have been developed to 

extrapolate fiom high to low exposure levels. Various models have been proposed to extrapolate 

from high to low doses (Le., to estimate the dose-response relationship at low doses). The three 
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most frequently used models are the one-hit model, the log-probit model, and the multistage 
model (Armitage and Doll 1961). The one-hit model is based on the premise that a single 
molecule of a contaminant can be the single event that precipitates tumor induction (Cornfield 

1977). In other words, there is some finite response associated with any exposure. The log- 

probit model assumes that a response is normally distributed with the logarithm of the dose 

(Mantel et al. 1971). This theory Seems to have little scientific basis, although some physiological 

parameters are lognormally distributed. This model usually yields much lower potency estimates 
due to the implied threshold at lower doses. 

Currently, regulatory decisions are based on the output of the linearized muftistage model @PA 

1986). The basis of the linearized multistage model is that multiple events (versus the single- 

event paradigm of the one-hit model) may be needed to yield tumor induction (Crump et al. 

1977). The linearized multistage model reflects the biological variability in tumor frequencies 
observed in animals or human studies. The dose-response relationship predicted by this model 

at low doses is essentially linear. Use of this model provides dose-response estimates intermediate 

between the one-hit and the log-probit models. 

Most models produce quantitatively similar results in the range of observable data, but yield 

estimates that can vary by three or four orders of magnitude at lower doses. Animal bioassay data 

are simply not adequate to determine whether any of the competing models are better than the 

others. Moreover, there is no evidence to indicate that the precision of lowdose risk estimates 

increases through the use of more sophisticated models. Thus, if a carcinogenic response occurs 

at the exposure level studied, it is assumed that a similar response will m u r  at all lower doses, 

unless evidence to the contrary exists. 

Uncertainty in chemical carcinogenic assessments is dealt with by classifying a chemical into one 

of several groups, according to the weight of evidence from epidemiological studies and animal 

studies. 
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GroupA - 
GroupB - 

GroupC - 

GroupD - 
G ~ O U P E  - 

Human Carcinogen (sufficient evidence of carcinogenicity in humans) 

Probable Human Carcinogen (Bl-limited evidence of carcinogenicity in 
humans; B2-sufficient evidence of carcinogenicity in animals with 
inadequate or lack of evidence in humans) 

Possible Human Carcinogen (limited evidence of carcinogenicity in the 
animals and inadequate or lack of human data) 

Not Classifiable as to Human Carcinogenicity (inadequate or no evidence) 

Evidence of Nonwcinogenicity for Humans (no evidence of 
carcinogenicity in adequate studies) 

Quantitative risk assessment is automatically performed on all Group A and B carcinogens, but 

is done on a case-by-case basis for Group C carcinogens. 

Carcinogenic COCs for OU1 were divided into three groups: nonradiological carcinogens, 
radionuclides, and polycyclic aromatic hydrocarbons (PAHs). These distinctions were made 
because cancer SFs for radionuclides and nonradionuclides are derived differently and have 
different units (mg/kg-day)-’ versus picocuries @Ci)”. Furthermore, PAHs were identified as a 

subset of nonradionuclides because cancer SFs for these compounds are derived using a toxicity 

weighing scheme based on the known SF for benzo(a)pyrene (BaP) . To obtain an estimate of total 

risk from all carcinogens at the site, cancer risks were summed across all exposure pathways and 

all carcinogens of concern for each class of carcinogen (A, B, and C). Cancer risks from 

exposure to multiple carcinogens across multiple pathways are assumed to be additive, based on 

EPA carcinogen risk assessment guidelines (EPA 1986). 

It should be noted that the Center for Risk Analysis at the Harvard School of Public Health has 

made recommendations to change the present slope factor methods used in risk assessments 

(Harvard 1992). These are summarized below: 
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Recommendation 1: Carcinogen classification schemes now in widespread use should be 

abolished. They are too simplistic to convey meaningful information to scientists, risk managers, 

and the public. Instead, all chemicals should be assigned numerical carcinogenic potency values 
(positive, negative, or zero) based on the best available scientific evidence and judgment (see 

Recommendation 2). 

Recommendation 2: The traditional approach of reporting only one potency value for each 

"carcinogen" should be replaced by a distribution of potency values for each chemical, regardless 
of whether or not the chemical is officially classified as a "carcinogen. " The distribution should 

reflect the degree of scientific knowledge and ignorance about the chemical's carcinogenic 

potency as articulated by qualified scientists. In particular, each chemical's carcinogenic potency 
should be reported as a probability distribution that includes negative values, zero, and positive 
dues. 

Recommendation 3: If a single summary statistic on carcinogenic potency is sought, the expected 

value of carcinogenic potency should be reported. This summary statistic has a stronger basis in 

modern decision theory than other summary statistics such as the median value, the most-likely 
d u e ,  or the upper or lower bound on potency. 

a$ 
EPA has developed cancer incidence risk factors for inhalation and ingestion of radionuclides. 

These factors (appropriate for both chronic and acute intakes) are published as SFs in the HEAST 

(EPA 1992) and presented as "Lifetime Excess Total Cancer Risk per unit Intake (RisWpCi)". 
They are "central estimate" values. The methodology used to develop these risk factors is 

presented in an EPA Background Information Document (EPA 1989b). This document describes 

a methodology based on ICRP 26/30 (ICRP 1977, 1979), and BEIR III (NAS 1980), but with 

some noted differences: 
i 
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To s u m m a r k ,  because EPA risk models differ from those underlying the ICRP 
recommendations, the risks calculated directly by EPA are not strictly proportional 

to the effective dose equivalents derived using ICRP quality factors and organ- 
weighting factors (Section 5.2.10, NAS 1980). 

The EPA lifetime excess total cancer risk is determined using a complex lifetable analysis 

technique, accounting for exposure to the distribution of ages contained in the population and 

death within that population due to other causes. EPA assumptions produce a cancer risk estimate 

similar to BEIR EX'S "conservative" estimate. The combination of these two estimates are 

presented as the slope factor. It is difficult to compare the values generated by ICRPIBEIR 

techniques and EPA, because ICRP addresses dose separately, BEIR addresses risk separately, 
and EPA combines the two. 

In the years since the development of the risk factors discussed above, two additional BEIR 
reports have been issued and a new ICRP methodology has been published. BEIR IV (NRC 1988) 

addresses health risk from internally deposited alphaemitters (primarily radon progeny), and 

BEIR V (NRC 1990) addresses cancer risk based data accumulated from investigation regarding 

Japanese survivors of the nuclear explosions. The result of this new data is to increase cancer risk 
by a factor of 3 to 4. 

The EPA analysis upon which the slope factors are based was performed with the knowledge that 
this new analysis was forthcoming. The report concludes that the cancer risk estimates presented 

are reasonable: 

However, it should be noted that while the current estimate ... is reasonable, and 

well within the range of uncertainty, it can no longer be regarded as conservative, 

in the sense of providing an extra margin of public health protection. (Section 
6.2.11, EPA 1989a) 
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Both the EPA Background Information Document (Section 6.2.11) and the €€EAST document 
(Users Guide: Radionuclide Carcinogenicity) promise future modifications to incorporate BEIR 
V and other relevant sources. Recently ICRP (1990) has updated their recommendations, 
superseding ICRP 26. This document provides an additional treatment of this material that may 
be included in future updates of the EPA slope factors. 

F4.2.1 Toxicity Co nstants for NonradiologicaI Cac inopeu 

Assuming a linear dose-response relationship at low doses of chemical exposure, the SF for 
nonradiological carcinogens defines the probability that an individual will develpp cancer from 

a lifetime exposure to one unit of carcinogen. Because SFs for nonradiological carcinogens 

represent the 95th percentile confidence limit on the probability of a carcinogenic response, risk 
estimates are upper-bound values. Thus, there is only a 5 percent probability that the actual risk 
is grater than the estimated risk. Individual cancer risk is calculated as the product of exposure 

to a chemical (in mg/kg-day) and the SF for that chemical (in [mg/kg-day]-') as shown in Equation 

2. Table F4-2 lists the toxicity constants that were determined for nonradiological carcinogens. 

F4.2.2 T L  
The majority of PAHs found in the environment appear to be less toxic than BaP. Exceptions 

include methylated PAHs and those containing oxygen and nitrogen. Currently, EPA has not 

specified SFs for PAHs other than BaP. In the past, risk assessors have assumed that all PAHs 
are equally as toxic as BaP. Recently, risk assessors have proposed using a toxicity equivalency 

factor (TEF) approach for determining the carcinogenicity of PAHs using BaP as the reference 

point. 

The EPA Environmental Criteria and Assessment Office (ECAO) recommends that individual 

Remedial Project Managers and EPA Regional Managers use their best judgment when deciding 

to use a TEF approach for risk assessments involving PAHs. Cancer SFs for PAHs of concern 

were derived using the TEF approach adopted by EPA (1992~) Region IV (Table F4-3). Table 

F4-3 shows SFs derived for the five PAHs of concern for OU1. 
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TABLE F4-2 
TOXICITY CONSTANTS FOR NONRADIOLOGICAL CARCINOGENS 

B2 

B2 

Chemical 
F 

~ 

5.1 x IO2 1.8 x 103‘ 

1.1 x lo2 1.1 x 1c2 

1,l -Dichloroethene 

AROCLOR- 1 254d 

Carbon tetrachloride 

Chloroform 

Methylene chloride 

Tetrachloroethene 

Trichloroethene 

B2 I 6.1 x 10’ I 0.08” I 
B2 I 7 . 5 ~  IO3 I 1 . 7 ~  I 

a 
b 
c 
d 
e 
f 
g 

Inclusion of Group C carcinogens in quantitative risk estimates is done on a case-by- basis. 
Based on the inhalation unit risk factor of 5 x los pglm3 in IRIS (EPA 1992a). 
A slope factor for this compound and pathway hps not yet beea determined. 
Values axe for polychlorinated biphenyls. 
Based on the inhalation unit risk factor in IRIS (EPA 19920) of 2.3 x lo5 pglu?. 
Based on the inhalation unit risk factor in IRIS (EPA 19920) of 4.7 x 10’ pgimf. 
Based on the inhalation unit risk factor in IRIS (EPA 19920) of 1.5 x 10’ pg/d. 

Sources: IRIS (EPA 1992a), EPA (1991), EPA (1992b). 
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F4.2.3 3 1 s  ' n  
An extensive body of literature exists that describes the health effects of radionuclides on humans 

and animals. Intensive research by national and international commissions has resulted in the 
establishment of universally accepted limits to which workers and the public may be exposed 

without clinically detectable effects. This literature has resulted in EPA classifying all 

radionuclides as Group A carcinogens because they emit ionizing radiation, which, at high doses, 

has been associated With increased cancer incidence in humans. For radionuclides, human 

epidemiological data collected from the survivors of the Hiroshima and Nagasaki bomb attacks 

form the basis for the most recent extrapolation put forth by the National Academy of Science 
(NAS 1990). Conversely, for most nonradiologid carcinogens, animal data from laboratory 

studies represents the primary basis for the extrapolation. Another fundamental difference 

between the assessment of potential toxicity associated with exposure to radionuclide and 

nonradionuclide carcinogens is that SFs for radionculides are typically best estimates (mean or 
median values). Furthermore, in the past, risk factors for radionuclides have generally been 

based on fatalties (Le., the number of people who actually died from cancer), while SFs for 
nonradiological carcinogens are based on incidence (Le., the number of people who developed 

can=). Table F4-4 lists the radionuclide SFs. These nonthreshold SFs account for the 

following: the amount of radionuclide transported into the bloodstream, the decay of radioactive 

progeny within the M y ,  the distribution and retention of the radionuclide and its progeny (if any) 

in the body, the radiation dose delivered to specific organs and tissues, the age and sex of the 
exposed individuals (EPA 1992b). 

F4.3 CHEMICALS WITHOUT TOXICITY DATA 

A major limitation of this assessment is the lack of chemical-specific toxicity data for all exposure 

pathways and COCs. In addition, many of the COCs do not have verified RfDs or cancer SFs. 
Tables F4-1 through F4-3 note these toxicity data gaps. 
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a 
b 

C 

Benzo(a)pyrene 1 .o 7.3 6.1 

Benu>(a)anthracene 0.1 0.73 0.61 

Bw(b)fluoranthene 0.1 0.73 0.61 

Benzo(k)fluoranthene 0.1 0.73 0.61 

Dibenzo(ah)anthracene 1 .o 7.3 6.1 
i 

TABLE F4-3 
"UXICXTY CONSTANTS FOR POLYCYCLIC AROMATIC HYDROCARBONS 

Inhalation 
Weight of Oral Slope Slope Factor coc Evidence Factor (pCi)" (pci)" 

1 

, Americium - 241 A 2.4 x lo-'' 3.2 x 10-8 
Plut - 9.240 A 2.3 x lo-'' 3 . 8 ~  l@ 

TABLE F44 
TOXICITY CONSTANTS FOR RADIONUCLIDES 
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F4.4 

The following sections present general and contaminant-specific information on health effects 

relating to the COCs evaluated in the risk assessment for OU1. Health effects described in 
these tables may not necessarily be incurred by exposure to contaminant levels present at 

OU1. All information presented below is from IRIS (EPA 1992a) unless otherwise specified. 

TOXICITY PROFILES FOR THE COCS 

F4.4.1 Acenaphtheng [See F4.4. lo] 

F4.4.2 Carbo n Tetrachloridg 

Carbon tetrachloride is an excellent organic solvent, which led to its widespread use as an 

industrial and household spot remover and solvent. Recently, its household and industrial use 
has been severely restricted. Carbon tetrachloride, like chloroform, has anesthetic properties, 

which may lead to confusion and coma. Liver damage may result from either acute or chronic 
exposure. Fatty liver and centrilobular necrosis readily develop at low levels of chronic 
exposure, and in humans this is often followed by kidney failure, which may be the ultimate 

cause of death (ATSDR 1989a). 

This compound has been more extensively studied regarding its toxic effects than any other 

aliphatic hydrocarbon. Carbon tetrachloride may cause damage to the heart, liver, kidneys, 

and the central nervous system (CNS) after high oral or inhalation exposures. At low 

exposures, it may cause biochemical alterations, MUW, and headaches (ADL 1987). A 
chronic oral RfD of 7 x 104 with an UF of lo00 (to account for interspecies and intrahuman 

variability) is available. Exposures at the RfD level caused liver lesions in rats. Confidence 

in this RfD is medium, since the principal study was well done, although supporting studies on 
possible reproductive and teratogenic effects are not available @PA 1992a). An inhalation 

reference concentration is not available in IRIS (EPA 1992a). 
i 

The carcinogenicity of carbon tetrachloride, through both the inhalation and ingestion 
pathway, has been established with a variety of test animals and a number of gavage studies. 
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Carbon tetrachloride has produced hepatocellular carcinomas in rats, mice, and hamsters (EPA 

1992a). It is classified as a Group B2 carcinogen with an oral SF of 0.13 (mg/kg-d)-'. Since 
risk estimates generated from oral cancer studies varied by two orders of magnitude, EPA 

used the geometric mean of the available data as the risk estimate to account for deficiencies in 
several of the studies (EPA 1992a). EPA also lists an inhalation SF of 0.13 (mg/lcg/day)-' in 

HEAST (EPA 1991a). Several studies of workers who may have used carbon tetrachloride 

have suggested that these individuals may have an excess cancer risk (EPA 1992a). 

F4.4.3 Chlo roform 

Chloroform (trichloromethane) was a widely used general anesthetic, but its use was 

discontinued because of its toxic effects. It is now used as a solvent in the extraction and 

purification of penicillin and other pharmaceuticals and in the manufacture of artificial silk, 
plastic, floor polishes, and fluorocarbons. Inhalation of the vapors, ingestion, or skin 
absorption of chloroform can be very dangerous. Death has occurred from liver damage and 

cardiac arrest. Other effects include lassitude, digestive disturbances, dizziness, mental 

dullness, and coma. Chloroform attacks the liver, kidneys, heart, eyes, and skin. Alcoholics 

are at greater risk than the general population (ATSDR 1992a). 

The primary acute effect of chloroform is CNS depression accompanied by inebriation, 

anesthesia, and narcosis. Chronic effects of lower exposures are of more concern, and the 

primary toxic response at lower levels of exposure is hepatotoxicity leading to fatty liver and 

centrolobular necrosis. Chloroform in any concentration is readily absorbed through the lung, 

gastrointestinal tract, or skin. Hepatotoxicity is associated with long-term exposure to this 

compound. Toxicity studies have focused on either acute toxicity or metabolic clearance rates 

of the compound when it is administered at lower levels (ATSDR 1992a). 

Chloroform vapor is a CNS depressant and may cause dizziness, vomiting, headaches, 
irregular heartbeat, liver and kidney damage, and death (Sittig 1981). The liver and kidneys 

are target tissues for chronic exposure to chloroform in both laboratory animals and humans. 
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Chloroform has caused hepatocellular carcinomas in mice, malignant kidney tumors in male 
rats, and thyroid tumors in female rats (ADL 1987). 

An oral RfD, based on chronic toxicity studies in dogs, of 1 x lo2 mg/kg/day with an UF of 
lo00 has been reported in IRIS (EPA 1992a). Dogs administered chloroform developed fatty 

cysts, nodules, and altered hepatocytes in the liver (EPA 1992a). Confidence in this RfD is 
medium to low, since the critical study was of chronic duration, used a large number of dogs, 
and measured multiple endpoints; however, only two treatment doses were used and no NOEL 
was measured (EPA 1992a). Chloroform is considered highly fetotoxic, but not teratogenic 
(EPA 1992a). No inhalation RfC has been reported for chloroform. 

Chloroform is a Group B2 carcinogen based on the increased incidence of several tumor types 

in rats and mice (EPA 1992a). Tumor sites varied with the route of administration. The 

inhalation route produced liver tumors, while oral administration produced kidney tumors. An 

inhalation unit risk factor of 2.3 x lo5 fig/m3 and an oral SF of 6.1 x 10” (mg/kg/day)-’ are 
reported in IRIS (EPA 1992a). This inhalation unit risk factor corresponds to an inhalation 
slope factor of 8.1 x lo2 (mg/kg/day)‘’. There are no epidemiological studies involving 
chloroform. 

F4.4.4 P-e 

Dichlorofluoromethane has been shown to cause reduced body weight in rats. EPA reports an 
oral RfD of 0.2 mg/kgd with an UF of 100. Medium confidence in this RfD exists because 
the critical study was an oral one that involved two species and monitored extensive clinical 

and toxicological parameters; however, studies on possible teratogenic and reproductive 
effects are lacking. Carcinogenic evaluations were also performed in rats. Except for 

decreased weight gain in rats, no other adverse effects were attributed to exposure to this 

compound. 
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F4.4.5 1.1-Dichloroethene 

This compound is one of a group of related chemicals widely used in industry as degreasers 

and solvents. The chemical 1 ,  l-dichloroethene, ethylidene chloride, is a colorless liquid with 

a chloroform-like odor. This chemical is used as a cleaning solvent and degreaser, and in the 

manufacture of 1 , 1 , 1-trichloroethane. The major source of 1,  ldichloroethene in the 

environment is the volatilization during its use and in production of 1 ,  1 ,l-trichloroethane 

(ATSDR 1989b). 

An Mation IUD is currently not available, however, IRIS (EPA 199%) reports an oral RfD 
of 9 x lo3 mg/kg/day with an UF of lo00 (10 each for the use of a LOAEL, interspecies 
variation, and protection of sensitive human subpopulations). Confidence in the oral RfD is 
considered medium, since the key study on which the oral RfD is based was conducted using 

appropkte number of animals from two species of rats, measured several endpoints, and was 
of chronic duration. In addition, corroborative chronic and subchronic oral bioassays are 

available (EPA 1992a). 1,l-Dichloroethane has been shown to be fetotoxic, but not 

teratogenic or mutagenic to rodents after exposure via drinking water or inhalation (EPA 

199%; Mumy et al. 1979). Exposure to high vapor concentrations results in CNS 
depression, while long-term effects include liver and kidney damage. Exposures of 25 parts 

per million @pm) have caused malignant renal tumors in mice, although a dose of 10 ppm had 

no effect. 

1,1-Dichloroethane is considered a Group C carcinogen. Although tumors were observed in 

one mouse strain following exposure via inhalation, supporting studies are inadequate. 

Although an epidemiological study of 130 workers exposed to 1,l-Dichloroethane showed no 
signs of increased carcinogenicity, it is structurally related to the known human carcinogen, 

vinyl chloride. Inhalation resulted in kidney tumors, while ingestion caused tumors of the 

adrenal gland. An oral SF of 0.6 (mg/kgd)-' and an inhalation unit risk factor of 5 x lQ5 

pg/m3 have been recommended by EPA. The inhalation unit risk factor was converted to a SF 
of 0.175 (mgkgd)". 
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F4.4.6 J .ZDichIomthe ne 

This flammable liquid solvent exists in two isomers, cis 60 percent, and trans 40 percent, with 

variations between the two forms. At room temperature it is a liquid with a slight acrid, 

ethereal odor, while gradual decomposition results in hydrochloric acid formation in the 
presence of ultraviolet light or contact with hot metal. It is used for waxes, resins, 
acetylcellulose, and as a refiigerant. Routes of entry include inhalation, ingestion, and dermal 

(skin and eye) contact. Symptoms of local exposure are dermatitis and irritation of the 

mumus membranes. Systemic exposure produces symptoms similar to the effects of a 

narcotic, causing CNS depression. Other symptoms may be dizziness, nausea and frequent 
vomiting, transient renal effects, and respiratory tract irritation (ATSDR 199Oa). 

This compound is closely related to 1,l -dichloroethane, although it has not been evaluated for 

its carcinogenic potential. Its industrial uses are consistent with closely related solvents. 
Studies on rodents at the subchronic and chronic levels showed few gross morphological 

changes, some loss of fat in the liver was observed after o d  administration for 90 days 

(ATSDR 199Oa). Oral RfDs of 0.02 mg/kg-day and 0.01 mg/kg-day are reported in HEAST 

@PA 1991) for 1,2-trans- and 1,2-cis-dichlorethene, respectively. Inhalation RfDs have not 
been established for either compound. 

Inhalation and ingestion will produce nausea, dizziness, and narcosis, while long-term effects 

include liver and kidney damage (ADL 1987). It was once used as a general anesthetic in 
humans (Proctor 1978). Results of experimental studies suggest that 1,2dichloroethene is not 

mutagenic, and data on its carcinogenic and teratogenic potential are lacking (ADL 1987). 

E4.4.7 .Fluoran th- 
Subchronic exposure to fluoranthene cause nephropathy, increased liver weight, hematological 

alternations, and other clinical effects in mice. The oral RfD is 0.04 mg/kgday with an UF 
of 3000. Confidence in this RfD is low, although the key study identified both a LOAEL and 

a NOAEL for several sensitive endpoints using an adequate number of animals, because 
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development, reproductive, and other toxicity data in a second species are lacking. 

Fluoranthene is listed as a Group D carcinogen. Fluoranthene was tested as a mouse 

Carcinogen in skin-painting studies, although results of these studies were consistently 
negative. Evidence of mutagenicity of fluoranthene is ambiguous (EPA 1992a). 

F4.4.8 fluorene [see F4.4.101 

F4.4.9 Methvlene Chloride 

Methylene chloride (MC) is a volatile solvent with many uses: aerosol propellant, paint 

stripper, degreasing solvent, and fat extractant. As is the case for other low molecular weight 

chlorinated hydrocarbons, methylene chloride is a central nervous system depressant that may 
be fatal at high concentrations. Of particular interest in inhalation studies in humans is the 
production of CarboxyhemogIobin (COHb) in individuals exposed to paint stripper containing 
methylene chloride. The potential exists to bind up to 12 percent of the hemoglobin when 

exposed to even small amounts of this compound over a 3-hour period (ATSDR 1992b). 

Methylene chloride is a mild narcotic. Effects from exposure include headache, giddiness, 

stupor, irritability, numbness, and tingling of the limbs. Irritation to the eyes and upper 

respiratory tract occur from exposure to both liquid and vapors. Human exposure to vapor 

levels of 20,000 ppm for 30 minutes result in pulmonary edema and deep narcosis. In 

general, toxic effects associated with exposure to methylene chloride indicate a low order of 

toxicity with rapid recovery (ADL 1987). 

Both inhalation and oral toxicity data at the subchronic and chronic levels are available for 

methylene chloride. Oral exposure to methylene chloride caused liver toxicity in male and 

female rats. The effect of concern was liver toxicity in all studies and cases. The oral RfD 
for chronic exposure is 6 x mg/kg/day with an UF of 100. Confidence in the oral RfD is 
medium because the key study involved a large number of animals of both sexes in four dose 

groups with a large number of controls; however, only a few other studies support the 
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NOAEL. HEAST (EPA 1991) lists an inhalation RfC of 3.0 mg/m3, which comesponds to an 
Rill of 0.86 mg/kg-day. 

Methylene chloride is a Group B2 carcinogen. Neither of two studies conducted on humans 

showed an excess of cancers @PA 1992a). Methylene chloride caused increased incidence of 
hepatocellular and alveolar/bronchial neoplasms in male and female mice, benign mammary 
tumors in both sexes of rats, salivary gland sarcomas in male rats, and leukemia in female rats 

(EPA 1992a). An inhalation unit risk factor is 4.7 x 10' @g/m3), which corresponds to an 
inhalation SF of 1.7 x IO3 (mg/kg/d)-', and an oral SF is 7.5 x 10" (mg/kg/day)-' are listed in 
IRE (EPA 1992.a). 

F4.4.10 Bolvcvclic Aromatic Hvd r ocarbons 

PAHs are a group of chemicals formed during the incomplete burning of organic substances. 
PAHs can occur due to either man-made or natural activity (e.g., forest fire). All of the 

carcinogenic PAHs of concern for OU1 are classified as Group B2 carcinogens. Some 
produced tumors in mice when administered orally, dermally, or via subcutaneous injection 

and have been shown to be mutagenic. Lung cancers have been shown to be induced in 

humans by exposure to PAH mixtures, including coal tar, coke oven emissions, and cigarette 

smoke, that include BaP and benz(a)anthracene. OraI and inhalation SFs have been 

determined only for BaP. BaP has been shown to be carcinogenic and genotoxic in animals. 

An oral SF of 7.3 (mg/kg-day)'' is given in IRIS (EPA 1992a), while HEAST (EPA 1991) 

lists an inhalation slope factor of 6.1 (mg/kg&y)" for BaP. 

F4.4.11 Polvchlorinated BiDhenvls 

Polychlorinated biphenyls (PCBs) are Group B2 carcinogens. Data on carcinogenicity in 
humans following exposures to PCBs are inadequate due to confounding exposures or lack of 

exposure quantification (EPA 1992a). Exposure to commercial PCB mixtures caused 

hepatocellular cancer in rats and mice, while most genotoxic assays with PCBs have been 

negative. An oral SF of 7.7 (mg/kg-day)" is listed in IRIS (EPA 1992a). An inhalation RfD 
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is not available. PCB mixtures present at OU1 may not be the same as those used in toxicity 
tests. 

F4.4.12 mene 

Exposure to pyrene caused renal toxicity in mice, The oral RfD for pyrene is 0.03 mg/kg/d 

with an UF of 3000. EPA has low confidence in this RfD, since the principal study examined 

a variety of toxicological endpoints and identified both a NOAEL and a LOAEL for the 

critical effect, but data supporting the subchronic, chronic, and developmental/reproductive 
effects are lacking. An inhalation RfD is not available. Pyrene is classified as a Group D 
carcinogen. 

F4.4.13 Radionuclida 

EPA Classifies all radionuclides as Group A carcinogens because they emit ionizing radiation 
and based on the extensive weight of evidence provided by epidemiological studies of 

radiation-induced cancers in humans. Ionizing radiation has sufficient energy to interact with 
matter and produce an ejected electron and a positively charged ion (HEAST 1991). These 
positively charged ions, hown as free radicals, are highly reactive and may combine with 
other elements or compounds within a cell to produce toxins or otherwise disrupt the chemical 

balance, which results in mutations or other deleterious effects. Radionuclides are 

characterized by the type and energy level of the radiation emitted. Radiation emissions fall 

into two major categories: particulate (electrons, alpha particles, beta parhcles, protons) or 

electromagnetic (gamma and x-rays) radiation . 

The general health effects of radiation can be divided into stochastic and nonstochastic effects, 

Le., those health effects related to dose and those not related to the dose. The risk of 
developing of cancer from exposure to any amount of radiation is a stochastic effect. 

Examples of nonstochastic effects include acute radiation syndrome and cataract formation, 

both of which occur only at high levels of exposures (Killough and Eckerman). 
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Radiation can damage cells in different ways, First, the radiation can cause damage to the 
strands of genetic material, deoxyribonucleic acid, in the cell. The cell may not be able to 

recover from this type of damage, or the cell may live on but function abnormally. If the 

abnormally functioning cell divides and reproduces, a tumor or mutation in the tissue may 

develop. The rapidly dividing cells that line the intestines and the stomach and the cells that 
make blood in the bone marrow are very sensitive to this kind of damage. Organ damage 

results from the damage caused to the individual cells. This type of damage has been reported 
with doses of 10 to 500 rads. Acute radiation sickness is seen only after doses of greater than 

50 rads. This dose is usually only achieved in a nuclear accident. 

When the cells damaged by radiation are reproductive cells, genetic damage can occur in the 

offspring of the person exposed. The developing fetus is especially sensitive to radiation. The 
type of malformation that may occur is related to the stage of fetal development and the cells 

that are differentiating at the time of exposure. Radiation damage to children exposed in the 

womb is related to the dose the pregnant mother received. Mental retardation is another 

possible effect of fetal radiation exposure. 

Primary routes of exposure to ionizing radiation are external exposure, ingestion, and 

inhalation. Dermal absorption is not a relevant exposure for radionculides. The radiation 

dose delivered from an ingested radionuclide is a function of the radionuclide fraction that is 

absorbed into the blood (fl). An fl value of 1.0 indicates 100 percent absorption. 

PMcipal adverse effects associated with exposure to ionizing radiation are carcinogenicity, 

mutagenicity, and teratogenicity. 

F4.4.13.1 Plutonium-239, -240 

Plutonium-239 is a fissile radionuclide that has been used in weapons and nuclear reactors. 
Plutonium reactor fuel is about 7 percent plutonium-239 and 20 percent plutonium-240. 
Weapons-grade plutonium is about 93 percent plutonium-239 and 7 percent plutonium-240. 
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The main source of plutonium in the environment is from nuclear-weapons testing, with 
smaller contributions from accidents and space power systems bum-up in the atmosphere. 

Most of the plutonium released has been plutonium-239, in the form of PuQ. It is estimated 

that U.S. soil contains about 5 x lo2 pCi/g of plutonium in the top 5 cm (EPRI 1976). 

Plutonium-239 has a physical half-fife of 2.4 x lOa years, and plutonium-240 has a half-life of 

6.6 x l@ years. Both isotopes decay by alpha emission and spontaneous fission. Both modes 

of decay are accompanied by emission of various X and gamma rays that are unimportant at 
environmental levels. 

Absorption of plutonium from the gastro-intestinal tract is low (fl = loe3 for general 

population; all compounds via the food chain [ICRP 481. The EPA lists fl values for the 

oxides of plutonium that are an order of magnitude lower. This is reflected in the ingestion 
risks listed below. Plutonium, which is absorbed into the blood stream, is deposited mainly in 
the liver and skeleton. For dosimetric purposes, all isotopes are assumed to be uniformly 

distributed over all bone surfaces at all times following deposition. 

For inhalation exposures, plutonium oxide is in ICRP inhalation Group Y ,  which results in 
long residence times in the lung and high alpha dose to lung tissues. The slope factor, which 

is the age-averaged excess total cancer risk per unit intake @Ci) or external exposure 

([year/[pCi/mq)", varies with the chemical form of the isotope and route of exposure. For 

inhalation, the slope factor is 4.1 x 10" @Ci)-'. For ingestion, the slope factor is 3.1 x 10"' 

(pCi)-*, except for oxides, which have an SF of exactly one order of magnitude lower. For 

ground exposure, the SF for plutonium-239 is 2.6 x lo-" (yr/[pCi/m*])-', and the SF for 

plutonium-240 is 5.9 x 

(oxide/nonoxide), there is a pathway-specific unit risk that is the age-averaged lifetime excess 

cancer risk per unit daily intake or exposure for 70 years. However, except for the case of 

drinking water ingestion, the variation is slight. The soil ingestion unit risk is 8.4 x lod 
@Ci/g)". For external exposure, the unit risk is 2.6 x lo-' @Ci/g)-* for plutonium-239 and 

5.9 x lo" (pCi/g)" for plutonium-240. For inhalation exposure, the unit risk is 2.6 x 

([yr/lpCi/m?)-'. For each exposure pathway, isotope, and form 

per 
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pC2m3 for plutonium-239 and 2.1 x lo-* per pCi/m3 for plutonium-240. For drinking water 

ingestion, the unit risk is 1.6 x los @Ci/L)*I, except for the oxides, which have a unit risk of 

one order of magnitude lower. 

F4.4.13.2 Americium-241 

Americium-241 is an artificially produced isotope which is produced by the beta decay of 
plutonium-241. This isotope has been distributed widely in the environment as a result of 
nuclear weapons fallout. Americium-241 decays by alpha emission, which makes it an 

important isotope for internal exposure, whether it is ingested or inhaled. The alpha decay is 

accompanied by emission of a gamma-ray with an abundance of 36 percent, which is of 

concern where americium-241 is concentrated, but is not important at environmental levels. 
The ICRP has assigned a value of 5 x 104 to f, for all compounds of americium. For 
inhalation exposures, the ICRP recommends assigning all compounds of americium to 

inhdation Group W. Most (90 percent) of the americium entering the blood stream is 

deposited in the liver and the bone; only a small amount goes to the gonads. The biological 
half-lives in the liver and the bone are 40 years and 100 years, respectively. The mount in 

the gonads is considered to remain permanently. For the purposes of dosimetry, all isotopes 

are assumed to be uniformly distributed over the bone surfaces at all times after deposition 

(lCRP 54). The SF is expressed per unit intake or exposure, and is a function of the route of 
entry. The inhalation risk is 4 x 10-8 @Ci)", the ingestion risk is 3.1 x 10"' @Ci)-', and the 

external exposure risk from surface contamination is 1.6 x 10l2 (yr/[pCi/m2])-'. The pathway- 

specific unit risk is the excess total cancer risk per unit exposure integrated over a 70-year 

lifespan. It is 2.1 x 

for external exposure, and 8.4 x lo-' @Ci/g)-' for soil ingestion. 

@Ci/m3)-' for air, 1.6 x @Ci/L)" for water, 1.6 x le5 @Ci/g)" 

F4.4.14 Tetrachloroethene 

Tetrachloroethene, also known as perchloroethylene (PCE), has widespread use in the dry- 

cleaning and textile industries. It is also used in the cold cleaning and vapor degreasing of 

metals, as a chemical intermediate in the synthesis of fluorocarbons, as a component of 
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aemsol laundry treatment products, as a solvent for silicones, as the insulating fluid and 

cooling gas in electrical transformers, and in typewriter corntion fluid. Perchloroethylene is 

not known to occur naturally, but contributes to water pollution through leaching from vinyl 

liar=rs in asbestoscement water pipelines and as wastewater from metal finishing, laundries, 

damhum-forming , organic chemical/plastics manufacturing, and municipal treatment plants. 

Air contamination is the result of emissions and vaporization losses from dry cleaning and 

iadustsial metal cleaning (ATSDR 1992~). 

primarily, exposure occurs through inhalation of contaminated air or ingestion of 
cantaminated water. Perchloroethylene can cause lightheadedness, dizziness, euphoria, 

blindness, cardiac arrhythmias, hypotension, cyanosis, respiratory depression, pulmonary 

hemorrhages, and central nervous system depression in acute dosages. When chronically 

dosed, trigenial nerve impairment, liver injury, and chapped skin can occur. 
Pexchloroethylene is metabolized and excreted very slowly. Individuals with diseases of the 

heart, liver, kidneys, and lungs are the most vulnerable to perchloroethylene poisoning. It has 
also been known to cause jaundice in newborns from perchloroethylene excretion in the breast 
miIk. Perchloroethylene has been given an EPA rating of Group B2 carcinogen (ATSDR 

1992C). 

IIistorically, few acute or chronic industrial toxicity problems have arisen from the use of this 
solvent, although researchers have reported both hepatotoxicity and central nervous system 

effects. Ingested or inhaled perchloroethylene is mostly excreted by the lungs. The 

me&bolism of perchloroethylene is very slow; a very low percentage is excreted in the urine 

as metabolites. No inhalation RfD has been developed for perchloroethylene. Oral RfDs have 

been calculated based on research with rodents. Primary effects associated with 

pexchloroethylene exposure include liver and kidney damage and CNS depression. The oral 

RfD for chronic exposures is 1 x 

confidence in this RfD because no one study combined the features required for deriving a 
high-confidence RfD. Confidence in the principal study is low, because it lacked complete 

mg/kg/day with an UF of 1OOO. There is medium 
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histopathological examination at the NOAEL, and corroborative studies on its teratogenic and 

reproductive impacts are lacking (EPA 1992a). 

Perchloroethylene is a Group B2 carcinogen, and EPA Group/Unit Risk Slope Factors have 

been developed for both inhalation and oral pathways. In studies performed on rodents, 
inhalation produced both leukemia and tumors of the liver. It has been linked to liver 
carcinoma in mice that were orally dosed and hepatocellular carcinomas and leukemia in rats 
exposed via inhalation. No inhalation slope factor is given; however, the unit risk is listed as 

5.2 x lo-' (pg/d)", which corresponds to an inhalation SF of 1.8 x lW3 (mg/kg-day)" (EPA 

1991). The oral SF is 5.1 x 10' (mg/kg/day)-l. Perchloroethylene is for the most part 
nonmutagenic, and has not been shown to cause reproductive toxicity (ADL 1987). 

F4.4.15 1.1.1-Trichloroethane 

l,l,l-trkhloroethane (methyl chloroform) is used as an industrial solvent and in consumer 

products. Because of its reactivity with magnesium, aluminum, and their alloys, inhibitors are 
usually added to increase the stability of the solvent. Volatilization during production and use 
is the principal source of this chemical release into the atmosphere. Methyl chloroform has 

received widespread acceptance as an industrial solvent since it has many of the solvent and 

volatility characteristics of carbon tetrachloride. Like other halogenated hydrocarbon solvents, 

it is a CNS depressant. Test animals require exposure to near-lethal concentrations before 

hepatotoxicity is observed. Human subjects exposed to 500 ppm, 7 hourdday for 5 days gave 
no indication of abnormal organ function, as evidenced by a variety of clinical laboratory 

tests. Rodents have survived for 7 hours when exposed to 8,OOO ppm (ATSDR 199Ob). 

Effects of l,l,l-trichloroethane are as a CNS and respiratory depressant and a skin and 

mucous membrane irritant. After acute exposure, hypotension, respiratory depression, and 

cardiac arrhythmias due to myocardial sensitization have been reported. An acute lethal dose 

to humans has been established at 500 to 5,000 mg/kg. The chronic exposure of this chemical 

at ambient air levels commonly encountered appears to be extremely low. Acute effects 

F4-29 



produced by exposure to higher levels (more than 350 ppm) are symptomatic of neurological 
disfunction including disturbances of equilibrium, lightheadedness, and irritation of the throat. 

Although the liver is the primary site of 1,1, I-trichloroethane metabolism, liver damage has 

not been concluSively evident from exposure to this chemical. Narcosis (likely to occur at 

exposure levels in excess of 5,000 ppm) is the major health concern associated with exposure 

to 1 , 1 ,l-trichloroethane (ATSDR 199Ob). 

HEAST (EPA 1991) lists oral and inhalation RfDs of 0.09 and 0.3 mglkg-day, respectively, 
both of which have an associated UF of 1,OOO. Methyl chloroform is classified as a Group D 

Carcinogen, since there are no reported human or animal studies demonstrating 
carcinogenkity, and it has produced both positive and negative results in mutagenic assays 
(EPA 1992a). 

Inhalation is the primary and most rapid route by which 1 ,  1,l-trichloroethane is absorbed by 

the body, though it may enter the body through absorption by the gastrointestinal tract. The 
lipophilic nature of this chemical results in deposition in the brain, across the placenta to the 

fetus, and into the colostrum of nursing mothers. The amount of chemical metabolized is 

limited to 6 percent of the retained dose. 

F4.4.16 T-e 

Trichloroethene is widely used as an industrial solvent in degreasing and extraction processes 

as well as in the dry-cleaning industry. Its toxicity characteristics are similar to 

perchloroethylene and dichloroethene. It is a CNS depressant and causes liver and kidney 

pathology. Studies report that this compound may bioaccumulate with continuous exposure 

because only one-third of the administered dose is excreted in the urine as metabolites in the 
24-hour period following exposure. This finding is further reinforced by the observation that 

metabolite excretion only gradually increased with repeated exposures (ATSDR 1992~). 
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The principal exposure routes to trichloroethene are inhalation and ingestion. It is readily 

absorbed by the skin, gastrointestinal tract, and lungs where up to 28 percent of the dose may 

be retained. A major factor in the toxicity of trichloroethene is its metabolic conversion to 
active intermediates (2,2,3-trichloroxirane and dichloroacetic acid) that are responsible for 
some of the long-term effects (ATSDR 1992~). 

Acute exposure to trichloroethene depresses the CNS. Exposure to technical-grade 
trichloroethene caused liver cancer in both sexes of one mouse strain (NCI 1976), although no 

other study reported an increased incidence of cancer in other strains of mice and rats (ADL 
1987). Despite its use as an anesthetic for several years and its wide industrial application, 
there is no epidemiological evidence to suggest that trichloroethene exposure is associated with 

an increased cancer risk in humans (ADL 1987). Acute and chronic exposure to 

trichloroethene has dso caused renal damage, liver enlargement, and CNS depression 

(Thomas et al. 1981). 

Trichloroethene is a Group B2 carcinogen with both inhalation and oral SFs of 1.7 x lo2 and 

1.1 x lO-* (mg/kg-day)-', respectively, reported in E A S T  (EPA 1991). These data are based 

on rodent inhalation and gavage studies. Inhalation produced tumors in the lung and oral 
administration produced tumors in the liver. The carcinogenic potential of trichloroethene has 

been reported in several studies performed on rats and mice. This chemical is an experimental 

teratogen, carcinogen, tumorigen, and mutagen. Trichloroethene exposure resulted in 

significant increase in hepatocellular carcinomas, kidney tubular adenocarcinomas, and 

pulmonary adenocarcinomas. The information on the human carcinogenicity associated with 

trichloroethene exposure is inconclusive. 

F4.4.17 -g 

Exposure to trichlorofluoromethane caused histopathological effects and decreased survival in 
rats and mice. The oral RfD is 0.3 mg/kg-day with an UF of 1OOO. Medium confidence in 
this IUD exists, because the key study used large numbers of animals from both sexes and 
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tested two doses, although it did not establish a NOEL. Supporting chronic and reproductive 

data are lacking. Inhalation of high concentrations may cause incoherence, tremors, cardiac 

arrhythmia, and cardiac mest. Trichlorofluoromethane appears to cause little systemic 
toxicity except at high vapor concentrations. It has not been shown to be carcinogenic, 
mutagenic, or teratogenic in laboratory experiments. The National Cancer Institute conducted 

a bioassay on rats and mice with dichlorodifluormethane for possible carcinogenicity and a 

statistically significant positive correlation between increased dosage and accelerated mortality 
was observed in rats and mice. Inhalation exposures resulted in no adverse clinical or 
pathological toxicity from short-term exposures (EPA 1992a). 
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F5 UNCERTAINTY ANALYSIS 

The quantification of uncertainty is an important component of the risk assessment process. 

According to the EPA Guidance on Risk Characterization for Risk Managers and Risk 
Assessors, point estimates of risk "do not fully convey the range of information considered and 

used in developing the assessment" (EPA 19920. Furthermore, the guidance states that the 
Monte Carlo simulation may be used to estimate descriptive risk percentiles. In order to provide 

information about the uncertainties associated with the reasonable maximum exposure (RME) 

estimate and the relation of the RME estimate relative to other percentiles of the risk 
distribution, uncertainties were identified during the PHE process and are presented in both 

qualitative and quantitative terms. There are four stages of analysis applied in the risk 

assessment process that can introduce uncertainties: 

Data collection and evaluation 

Exposure assessment 

Toxicity assessment 

Risk characterization 

The uncertainty analysis characterizes the propagated uncertainty in public health risk through 

the pathways and contaminants that dominate the risk in each credible scenario. These 

uncertainties are driven by uncertainty in the chemical monitoring data, the transport models 

used to estimate concentrations at receptor locations, receptor intake parameters, and the toxicity 
values used to characterize risk. Additionally, uncertainties are introduced in the risk assessment 

when exposures to several substances across multiple pathways are summed. 

Uncertainties in this risk assessment are due to uncertainties in the risk assessment process in 
general, specific uncertainties in characterizing the site, and the uncertainties associated with 

accurately describing exposures. Table F5-1 summarizes the uncertainties and limitations in this 
assessment. One approach to address this uncertainty is to use health-protective assumptions. 
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TABLE F5-1 
PUBLIC HEALTH EVALUATION UNCERTAINTY FACTORS, at OU1 

Use of Cancer Potmcy Factors 

Critical toxicity values derived 
primarily from animal studies 

Critical toxicity values derived 
primarily from high doses, 
most exposures stre at low 
doses 

Critical toxicity values 

Effect of absorption 

Exposure scenario assumptions 

Exposure parameter 
pssumptions 

Rocky Flats Plant 

EfFed of Uncertainty 

May over- or underestimate 
risk 

~~ ~ 

May over- or underestimate 
risk 

May over- or underestimate 
risk 

May over- or underestimate 
risk 

May overestimate risk 

~ 

May overestimate risk 

October 1992 Dnfl 
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Potencies are upper 95th percentile 
confidence limits. Considered unlikely 
to underestimate true risk. 

Extrapolation from animal to humans 
may introduce error due to differences 
in absorption, pharmacokinetics, target 
organs, mzymes, md population 
vnriabilitv. 

This model psrmmes Linear at low doses 
md tend to have conservative 
exposurse assumptions. 

Not all of the values represent the same 
degree of certainty and all are subject 
to change as new evidence becomes 
available. 

The assumption that absorption is 
equivalent across species is implicit in 
the derivation of the critical toxicity 
values. Absorption may actually vary 
with chemical. 

The likelihood of future scenarios has 
been qualitatively evaluated as follows: 

on-site mident - improbable 
onaite mmmercial/industrid - credible 
onaite ecological reserve - credible 

Assumptions regarding media intake, 
population characteristics, and exposure 

exposures. 
patterns may not charactezize actual 



Health-protective assumptions are those that systematically overstate the magnitude of health 

risks such that even with errors due to uncertainty in the methodology, actual health risks are 

still less than those calculated. This process bounds the plausible upper limits of risk and 

facilitates an informed risk management decision. 

The goal of the uncertainty analysis is to quantify the uncertainty in the final risk 

characterization estimates. Initially, the key site-related variables and assumptions that 
contribute most to the uncertainty were identified and, where possible, quantitative techniques 

to estimate uncertainty were applied. Assumptions and uncertainties inherent in the risk 
assessment are specified below to place the risk estimates in the proper perspective. Site data 

were used in such a way that the results can be presented as estimated probability distributions. 
The overall uncertainty for the risk assessment was estimated by the Monte Carlo simulations 
for the pathways that dominate the risk. 

The review and selection of appropriate uncertainty analysis methods focused on providing an 
overall approach that would provide a quantitative result. To assess the uncertainty introduced 

into the risk assessment by each of the categories described above, methodologies for 
determining the uncertainty for each category were selected. The following sections discuss 

these methodologies. 

F5.1 DATA COLLECTION AND EVALUATION 
Variability in observed concentrations is due to sampling design and implementation, laboratory 

analysis, seasonality, contaminant level variation, and natural variation. The key issue in 

optimizing the usability of the data is to quantify these uncertainties in the risk assessment. 
Uncertainty introduced from sample collection and analysis was quantified by calculating the 

variance in the analytical results within OU1. After identifying the contaminants that dominated 
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the risk for each credible pathway, a concentration distribution, mean concentration, and 

variance were calculated. The resulting variance accounts for the uncertainty introduced by 

sampling, analysis, seasonality, and natural variation. 

F5.2 EXPOSURE ASSESSMENT 

The largest measure of uncertainty in the exposure assessment is associated with characterizing 

transport, dispersion, and transformation of COCs in the environment; establishing exposure 

settings; and deriving estimates of chronic intake. The ultimate effect of this process is the 
generation of a range of estimates for intake at a given exposure point. 

The initial characterization that defines the risk assessment for a site involves many professional 

judgments and assumptions. Definition of the physical setting, population characteristics, and 

selection of the chemicals included in the risk assessment are examples of areas for which a 

quantitative estimate of uncertainty cannot be achieved because of the inherent reliance on 

professional judgement. Assumptions and supporting rationale regarding these types of 

parameters, along with the potential impact on the uncertainty (Le., over- or underestimation of 

uncertainty), are described qualitatively above as part of the qualitative exposure assessment 

uncertainty analysis. 

Modeling data and parameter uncertainties are typically characterized by a range or distribution 

of values. A numerical uncertainty analysis propagates the uncertainty in the input parameters 

through a model to produce a distribution of resulting concentration estimates. This analysis 

provided the estimated concentration probability distribution at the receptor location. The 

uncertainty analysis in this exposure assessment used the range of obsemed values, the measure 

of central tendency and the distribution shape parameters for chemicals in the environment, and 

the factors used for developing intake estimates. (Attachment F4 presents the results of the 
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estimated variation in the observed contaminant concentrations). As discussed below, a 

quantitative estimation of uncertainty associated with the other input parameters was also 

conducted. 

F5.2.1 U ? J  
The distribution of concentration of COCs in on-site soils were taken directly from the observed 
concentrations. Uncertainty was c h a r a c t e d  by estimating the variance of the soil 

cancentration data. 

F5.2.2 y n c e m  'ntv In Air Concentration 

Uncertainty associated with air dispersion and transport modeling results was introduced by the 
physical and chemical input parameters and by the mathematical algorithms that comprise the 
numerical model. The uncertainty in the chemical input parameters is propagated through the 

air concentration model, which is directly based on the contaminant uncertainty. 

F5.2.3 Un n n  i 

Soil-Gas Modeling - Uncertainty associated with soil gas (originating from ground water) 

modeling was assessed by accomplishing the following four steps: Evaluate sensitivity of model 

input parameters. Sample distributions of sensitive parameters using LHS. Perform 

100simulations of on-site building concentrations based on model input from sampling 
techniques. Produce probability distributions of building concentrations for each COC (volatiles 

and semi-volatiles) . 

Porosity, moisture content, bulk density, and fraction of organic content were the most sensitive 
parameters. Attachment F3 contains a data summary used for soil-gas modeling and a 

description of LHS technique used in the soil-gas modeling. Section F3.5 describes the models 

used to estimate building concentrations the modeling approach. 
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F5.2.4 5 n 'ntv I i n n 
Surface water and sediment samples were taken from outside the OU1 boundary in the South 

Interceptor Ditch and Woman Creek, areas potentially affected by overland flow from OU1. 

Uncertainty of the contaminant concentrations were characterized by estimating the variances of 

the surface water and the sediment data sets. Contaminant concentrations in sediments were 

estimated through a simple model in order to compare with measured concentrations. 

Factors contributing to the uncertainty of estimated sediment concentrations in the South 

Interceptor Ditch (Section F3.5.3) are the areal extent of the contaminated soil and the 

concentrations of COCs in contaminated soil. Concentration estimates were made assuming that 

the three largest IHSSs were uniformly contaminated. This assumption provides a reasonable 

upper bound of concentrations in the South Interceptor Ditch sediments. Modeled sediment 

concentrations were generally less than measured values, primarily because measured values 

represent contamination accumulated from other operable units. Therefore, since the measured 

values were used to calculate risk, their use represents an additional source of uncertainty. 

F5.2.5 Uncertainty in Human Intake Paramete rs 

Inherent in the evaluation of modeled contaminant intake is the uncertainty in the values used 

to assign intakes. Uncertainty parameters of intake (such as breathing rate and food consumption 

rate) as well as parameters of demographics (residence time, length of work day, etc.) are 

evaluated quantitatively to the extent possible so that the uncertainty about the mean for those 

important variables is propagated through the analysis along with modeled concentrations and 

toxicity constants. The evaluation of uncertainty in human intake parameters comprised the final 

set of uncertainty evaluations to be performed as the exposure assessment uncertainty analysis. 

The selection of probability distributions as inputs to exposure and risk models was conducted 

according to guidance in the Exposure Factors Handbook @PA 1989d): 

In general, the selection of a probability distribution to represent an input factor 
in the exposure models should be based upon any gathered information about that 
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factor, theoretical arguments, and/or expert opinions. A probability distribution 
can be ascertained for such information as the following: general shape of the 
distribution, minimum, maximum, mode, mean, median, midrange, and other 
percentiles. 

The human exposure parameters associated with predominant risk pathways at OU1 are body 

weight, inhalation rate, ingestion rate, exposure duration, exposure frequency, and averaging 

time. To illustrate the uncertainty characteristic of the scenarios presented, the hypothetical 

future on-site resident adult was selected (Figures F5-1 through F5-6). Attachment F7 discusses 

the identification of these exposure parameters. 

F5.3 TOXICITY ASSESSMENT 

Several important measures of toxicity are needed in conducting an assessment of risk to human 

health. FUDs are applied to the oral and inhalation exposure to evaluate noncarcinogenic and 

developmental effects, and SFs are applied to the oral and inhalation exposures to carcinogens. 

RfDs are derived from NOAELs or LOAELs and the application of UFs and MFs. UFs are 

used to account for the variation in sensitivity of human subpopulations and the uncertainty 

inherent in extrapolation of the results of animal studies to humans. MFs account for additional 

uncertainties in the studies used to derive the NOAEL or LOAEL. Uncertainty associated with 

the SFs is accounted for by an assigned weight-of-evidence rating that reflects the likelihood that 

the toxicant is a human carcinogen. 

In presenting the results of the toxicity assessment portion of the risk assessment, it is important 

to provide an indication of the degree of confidence associated with these values. Weight-of- 

evidence classifications were tabulated and included in the discussion of SFs (see Section F4.2). 

Similarly, UFs and MFs used to derive RfDs from NOAELs or LOAELs (see Table F4-1). 

Distributions for toxicity constants were derived from EPA animal data using a non-parametric 

bootstrap procedure (see Attachment F5). These distributions reflect the uncertainty involved 

in estimating a toxicity constant from animal study data. Where available, histograms of the 
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procedure were used. Alternatively, summary statistics were used to enter the distribution 
providing the best fit. 

F5.4 RISK CHARACTERIZATION 

The last step in the risk assessment is risk characterization. This is the process of integrating 
the results of the exposure and toxicity assessments, i.e., comparing the estimates of intake with 

appropriate toxicological measures to determine the likelihood of adverse effects in potentially 
exposed populations. Similarly, the propagated uncertainties defined throughout the uncertainty 

analysis process are combined and presented as part of the risk characterization to provide an 

overall uncertainty in the estimate of risk. After identifying the contaminant(s) and pathway(s) 

that comprise approximately 95 percent of the risk for on-site resident scenario under evaluation, 

a Monte Carlo simulation was employed to achieve an estimate of the overall uncertainty 

inherent in the risk assessment. 

F5.5 QUANTITATNE UNCERTAINTY ANALYSIS 

Monte Carlo Simulation 
The Monte Carlo simulation is a technique that can be used to provide a probability function of 

estimated risk using random values of exposure factors and toxicity values in an exposure 
scenario. A Monte Carlo simulation involves assigning a joint probability distribution to the 

input variables (i.e., exposure factors) of an exposure scenario. Next, a large number of 

independent samples from the assigned joint distribution are taken and the corresponding outputs 

calculated. This is accomplished by repeated computer iterations using random numbers to 

assign values to the exposure factors. The simulated output represents a sample from the true 

a 

output distribution. Methods of statistical inference are used to estimate, from the output 

sample, key parameters of the output distribution (e.g., percentiles). 

Results 

Contaminant intake distributions were estimated using Monte Carlo simulations involving the 

equations (see Attachment F3) for inhalation and food ingestion. The Monte Carlo simulation 
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was used again as intakes distributions were multiplied times the toxicity distributions to estimate 

risk distributions, The risk distributions were annotated to show the approximate relation of the 

RME point estimate in relation to various percentiles. 

Figures F5-7 through F5-16present graphical results for the two highest risk pathways identified 

for the hypothetical on-site residential adult: indoor inhalation of VOCs, and ingestion of 

homegrown fruits and vegetables contaminated with PAHs. Of the several contaminants for 

which Monte Carlo simulations were run (see Attachment F7), 1,l-dichloroethene and 

dibenzo(a,h)anthracene are associated with the highest risk and are representative of other VOCs 

and PAHs, respectively. All of the output distributions have very high kurtosis and are skewed 

strongly to the left. The output distribution shapes are approximately lognormal. 

The results of the quantitative uncertainty analysis compare favorably with the RME uncertainty 

analysis described earlier. This outcome is attributed to the choice of best estimate input 

parameters and uncertainties and the representative distributions. The RME value for each input 

is included in each input distribution; consequently, the output distribution also contains the 

RME value. 

Figures F5-10, F5-11, F5-15, and F5-16, which illustrate the risk distributions, indicate that the 

RME value commonly lies above the 95th percentile. However, unless a quantitative uncertainty 

analysis is conducted, the location of the RME value on the distribution is unknown. As several 

risk assessment experts have noted about one EPA RME method, "by selecting a combination 

of moderate, conservative, and'worst-case assumptions, risk assessors and risk managers have 

no way of knowing the degree of conservatism in an assessment" (Thompson 1992). 

Consequently, quantitative uncertainty assessment is an approved and accepted method of 

characterizing these unknowns @PA 19920. 
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F6 SK CH ARACTERIZ ATION 

Risk characterization involves estimating the magnitude of the potential adverse effects under 

study and presents summary judgments of the nature of the threats to public health as well as 

considering the nature and weight of evidence supporting these risk estimates and the magnitude 

of uncertainty surrounding those estimates. Specifically it, involves combining the results of the 

exposure and toxicity assessments to provide numerical estimates of health risk. These estimates 

are comparisons of exposure levels with appropriate RfDs or estimates of the lifetime cancer risk 

with a given intake. 

F6.1 

To quantify the health risks, the intakes were fvst calculated for each contaminant (as identified 

in Section F2) for each applicable scenario (as identified in Section F3). The intakes were 

calculated based on measured concentrations at the site and used the methodology documented 

in the EPA’s Risk Assessment Guidance for Superfund (1989a). Attachment F4 presents the 

specific intake calculations. These intakes were then compared to the applicable chemical- 

specific toxicological data (presented in Section F4) to determine the health risk. 

QUANTIFY RISKS FROM EACH POTENTIAL CONTAMINANT 

The health risks from each potential contaminant were calculated in two parts: first to determine 

potential carcinogenic effects and second to determine for noncarcinogenic effects. 

F6.1.1 Carcinogenic Effects 

The following calculations were used to obtain numerical estimates, (unitless probability) of 

lifetime cancer risks: 

RISK = INTAKE X SF (1) 

where: 

Risk = potential lifetime excess cancer risk (unitless) 
SF = slope factor, for chemicals (mg/kg/day)”, or radionuclides 

Intake = chemical intake (mg/kg/day), or radionuclide intake @Ci) 
(pCi)-’ 
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Attachment F-4 presents the estimated intakes for receptors in Tabular form. Table F6-1 
presents SFs that were extracted from IRIS and HEAST. Inhalation and oral ingestion slope 

factors were used with respective inhalation and ingestion intakes to estimate risks. It should 

be noted that chemical SF are extrapolated from animal experiments and based on the 95th 

percentile value, while radionuclide slope factors are best estimates derived from human 

epidemiological studies. Refer to Section F4 for additional toxicity information. 

F6.1.2 Noncarcinogenic Effects 

Health risks associated with exposure to individual noncarcinogenic compounds were evaluated 

by calculating hazard quotients. The noncancer hazard quotient is the ratio of the intake rate 

to the RfD, as follows: 

where: 

HQ = noncancer hazard quotient 
Intake = chemical intake (mg/kg/day) 
RfD = reference dose (mg/kg/day) 

Chronic RfDs were extracted from IRIS and E A S T  (Table F6-1). Similar to SFs, RfDs for 

inhalation and oral ingestion were used for inhalation and oral intakes respectively. 

F6.2 QUANTIFY RISKS FROM MULTIPLE CONTAMINANTS 

The summed potential carcinogenic and noncarcinogenic effects for multiple contaminants were 

calculated using the following two methods. 
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TABLE F6-1 
COC TOXICITY CONSTANTS 

1,l-DichlOroethene 

Carbon Te$mchloride 

Dichlorodifluoromethane 

6.00E-01 1.80E-01 9.00E-03 - 
1.30E-01 1.30E-01 7.00E-04 - 
- - 2.00E-01 5.00E-02 

* Units are in mg, or pCi as applicable 
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F6.2.1 -- i QPenic Effects 

Cancer risks were summed separately across all potential chemical carcinogens and across all 

radionuclides considered in the risk assessment using the following equation: 

RISK, = XRISK, (3) 

where: 

RISK, = 
RISK, = the risk estimate for the im contaminant 

the total cancer risk, expressed as a unitless probability 

This equation is an approximation of the precise equation for combining risks to account for the 
probability of the same individual developing cancer as a consequence of exposure to two or 

more carcinogens. As stated in RAGS (EPA 1989a), the difference between the precise equation 

and this approximation is negligible for total cancer risks less than 0.1. This risk summation 

assumes independence of action by the compounds involved. Some limitations are posed by using 

this approach and they are discussed in RAGS (EPA 1989a). For example, no attempt was made 
to add potential carcinogenic risk across the pertinent weight-of-evidence cancer classes. 

For carcinogens, EPA assumes a small number of molecular events can evoke changes in a 

single cell that can lead to uncontrolled cellular proliferation and tumor induction. This 

mechanism for carcinogenesis is referred to as stochastic, which means that there is theoretically 

no level of exposure to a given chemical that does not pose a small, but finite, probability of 

generating a carcinogenic response. Since risk at low exposure levels cannot be measured 

directly either in laboratory animals or human epidemiology studies, mathematical models have 
been developed to extrapolate from high to low exposure levels. Various models have been 

pposed to extrapolate from high to low doses (i.e., to estimate the dose-response relationship 

at low doses). The three most frequently used models are the one-hit model, the log-probit 

model, and the multistage model (Armitage and Doll 1961). The one-hit model is based on the 

premise that a single molecule of a contaminant can be the single event that precipitates tumor 

induction (Cornfield 1977). In other words, there is some finite response associated with any 

exposure. The log-probit model assumes that a response is normally distributed with the 

m r  1992 h n  
(P:\EBRFPBOA\649\REPORT\SECf6 .RV2) F6-4 



logarithm of the dose (Mantel et al. 1971). This theory seems to have little scientific basis, 

although some physiological parameters are lognormally distributed. This model usually yields 

much lower potency estimates due to the implied threshold at lower doses. 

Currently, regulatory decisions are based on the output of the linearized multistage model (EPA 

1986). The basis of the linearized multistage model is that multiple events (versus the single- 

event paradigm of the one-hit model) may be needed to yield tumor induction (Crump et d. 

1977). The linearized multistage model reflects the biological variability in tumor frequencies 

observed in animals or human studies. The dose-response relationship predicted by this model 

at low doses is essentially linear. Use of this model provides dose-response estimates 

intermediate between the one-hit and the log-probit models. 

Most models produce quantitatively similar results in the range of observable data, but yield 

estimates that can vary by three or four orders of magnitude at lower doses. Animal bioassay 

data are simply not adequate to determine whether any of the competing models are better than 

the others. Moreover, there is no evidence to indicate that the precision of low-dose risk 

estimates increases through the use of more sophisticated models. Thus, if a carcinogenic 

response occurs at the exposure level studied, it is assumed that a similar response will occur 

at all lower doses, unless evidence to the contrary exists. 

0 

F6.2.2 NoncarcinoPenic Effect$ 

Hazard indices are the summed hazard quotients for each chemical across the nine exposure 

pathways. If the hazard index for any chemical exceeds unity there may be concern for potential 

health effects. The hazard index is calculated using the following equation: 

October 1992 Drafi 
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where: 

HI = hazard index 
E, = exposure level (intake) for the P toxicant 
FMDi = reference dose for the im toxicant 
E and RfD are expressed in the same units and represent the same exposure period. 

Limitations on the application of this procedure are discussed in RAGS (EPA 1989a). The HI 

values for each chemical grouped by target organ were totaled to obtain a summed HI value 

applicable to a specific target organ. Attachment F6 presents the HQ values, HI values, and 

cumulative hazard indices. 

F6.3 COMBINING CARCINOGENIC RISKS FROM ALL PATHWAYS AND POTENTIAL 
CONTAMINANTS 

After reasonable exposure pathway combinations were identified, the likelihood that the same 

individuals would consistently be exposed by more than one pathway was evaluated. No 
situations were identified where it would be unlikely that a receptor could not be exposed by 

several scenario pathways in combination. The future on-site residential land use scenario was 

also evaluated for inhalation of volatiles assuming a house was built on the worst case hot spot 

location, and also if the house were built at the site with the hot spot removed. The hot spot 

is defined as IHSS 119.1 and the "clean" area is defined as the rest of OU1, with the exception 

of MSS 119.1. 

0 

Table F6-2 presents the carcinogenic risks by scenario, and Table F6-3 the noncarcinogenic 

risks, which are HI values and should not be interpreted as statistical probabilities of an effect 

occurring. Section F6.4 discusses the significant exposures in more detail. 

F6.3.1 Current Off-Site Residential Land Use Scenark 

The risks for cancer classes were summed and the highest value is 3.10E-9 for Class A 

carcinogens. The highest risk calculated for the current off-site residential receptor involved the 

inhalation of plutonium-239, -240 in the soil, which is resuspended and transported off-site. 
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TABLE F6-2 
SUMMARY OF FREDOMINANT CARCINOGENIC RISKS 

Exposure scenario (all of OU1) contaminant 
I 

a 

Curreat Off-Site Resident 
, 

Plutoni~m-239, 
-240 

Future On-Site Resident (RME) 

Current @-Site Worka - Security 
Specialist 

1,l- 
Dichloroetheae 

Dibenzo(a, h) 
anthracene 

Benzo(4pyme 

Benzo(a)PYme 

Future On-Site Worker 

~ 

AROCLOR- 
1254 

Benzo(a) 
anthracene 

Carbon 
tetrachloride 

1,l-Dichlom- 
ethene 

Carbon 
Tetrachloride 

Plutoni~m-239, 
-240 

Benzo(a)PYme 

Dibenzo(a,h) 
anthracene 
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-Y 

Inhalation of 
Rermspended Particulates 

~~ -~ ~ 

Inhalation of 
Rermspended Particulates 

Dermal Contact with 
soil 
Inhalation of Volatiles 

Ingestion of Vegetables 

Innestion of Venetables 

Dermal Contact with 
soil 

~ ~ ~ 

Ingestion of Vegetables 

Ingestion of Vegetables 

Inhalation of Volatiles 

Inhalation of Volatiles 

Inhalation of Volatiles 

Inhalation of Dust 

Dermal Contact with 
soil 
Dermal Contact with 
soil 

2.64E-09 

1.33E-07 

1.20E-07 

1.27E-05 

1.12E-05 

2.10E-06 

2.51E-06 

1.89E-06 

1.76E-06 

3.95E-06 1 
1.13E-05 

3.52E-06 

2.07E-06 

1.87E-06 

1.23E-06 1 



TABLE F6-2 
SUMMARY OF PREDOMINANT CARCINOGENIC RISKS 

Enposure scenario (all of OU1) 
calculated 

Contaminant Pathway Risk 

Exposure Soenario ("Hot Spot") Contaminant 

Future %-Site Resident 

Pathway 

Exposure Scenario ("Clean" Area) 

1,l -Dibenzo(a, 
hhduacene 

Future On-Site Resident Ingestion of Vegetables 

Octobcr 1992 Dmfl 
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~~~ 

1,l-Dichloro- 
ethene 

Carbon 
Tehchloride 

Trichloroethene 

Contaminant 

Inhalation of Volatiles 

Inhalation of Volatiles 

Inhalation of Volatiles 

Pathway 

Benzo(a)pyrene I Ingestion of Vegetables 

AROCLOR- I Ingestion of Vegetables 
1254 

Benzo(a)- Ingestion of Vegetables 

F6-8 

calculated 
Risk 

2.23E-03 

8.37B-05 

calculated 
Risk 

3.25E-05 

6.13E-06 

5 S2E-06 

5.14E-06 

~ ~ 

3.37B-06 



TABLE F6-3 
SUMMARY OF PREDOMINANT NONCARCINOGENIC HAZARD INDICES 

Contaminant Pathway Exposm? scenario (all of OU1) 
calculated 

HaPvd Index 

Current Off-Site Resident Fluorene (Adult 
exposure) 

Fluorene (child 
exposure) 

Pyrene cufieat On-Site Worker - security 
SDecialist 

Ingestion of Vegetables 1.73E-08 
(Adult) 

Ingestion of Vegetables 4.03E-08 
(Child) 

Demal contact with 2.62E-05 
sediment 

Future On-Site Resident 
~ ~~ 

Inhalation of Volatiles 
' (Adult) 

Future &-Site Worker 

I 

Inhalation of Volatiles 
(Adult) 

Future On-Site Biologist 

Inhalation of Volatiles 
1 (child) 

~ 

Carbon 
Tetrachloride 
(Adult 
exposure) 

Trichlorofluoro 
methane (Adult 
exposure) 

Carbon 
Tetrachloride 
(Child 
expo-) 

Trichlorofluoro 
methane (Child 
exposure) 

Inhalation of Volatiles 
(child) 

1.52E-01 

1.27E-01 

3.78E-01 

3.17E-01 

Trichlorofluoro 
methane 

Fluoranthene 
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TABLE F6-3 
SUMMARY OF PREDOMINANT NONCARCINOGENIC HAZARD INDICES 

Inhalation of Volatiles 
(Adult) 

Inhalation of Volatiles 
(Child) 

Exposun? scenario (all of OU1) 

1.55E-01 

3.87E-01 

Expcsure scenario ("Hot Spot") 

Future On-Site Resident 

Exposure SCMario ("Clean" Area) 

Future On-Site Resident 
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Contaminant 

Carbon 
Tetrachloride 
(Adult 
expormfe) 

1.1 -Dichloro- 
ethene (Adult 
exposure) 

Carbon 
Tetrachloride 
(Child 

1.1 -Dichloro- 
ethene (Child 

Tetrachloro- 
ethene 

Contaminant 

Trichlorofluoro 
methane (Adult 
exwsurel 

Trichlorofluoro 
methane (Child 
exposure) 

Carbon 
Tetrachloride 

F6-10 

calculated 
Pathway aaPvdIadex 

I 

calculated 
Hazard Index 

1.47E + 01 Inhalation of Volatiles 
(Adult) 

Inhalation of Volatiles 4.82E+Oo 
(Adult) 

Inhalation of Volatiles 3.65+01 
(Child) 

Inhalation of Volatiles 
(Child) 

1.20E + 01 

Inhalation of Volatiles 
(Child) 

Pathway Calculated 

1.9 1E +OO 

Hazard Index 

Inhalation of Volatiles 1.56E-01 



This risk was calculated to be 2.64E-09. All other risks were at least one order of magnitude 
larger. 

F6.3.2 Cum nt on-Slte c o  mmercial/Industrial Land Use Scenario 

Worker exposure is regulated by occupational standards. Consequently, comparison to exposure 

limits and dose limit is presented in Table F6-4 for highest exposure/dose pathway, inhalation. 

Worker exposure/dose is typically two orders of magnitude lower than occupational standards. 

The sum of Class B2 carcinogens was the greatest at 3.63E-07. The highest calculated risk 

(1.23E-07) was for the current on-site worker, a security specialist, through the inhalation of 

dust containing Plutonium-239, -240. The next highest risk is for dermal contact with 

benzo(a)pyrene in the soil, (1.2OE-07). All other risks were calculated to be at least one order 

of magnitude lower. 

F6.3.3 Future On -site Residential Land Use Sce nanQ * 

The highest sum of risks (2.2E-03) was for the one Class C carcinogen, 1-1 dichloroethene, 

which is in the hot spot. 
0 

The highest calculated RME risk for the future on-site residential receptor involved inhalation 

of volatiles containing 1,ldichloroethene. This risk, 1.27E-05, was only slightly higher than 

that for ingestion of vegetables containing dibenzo(a,h)anthracene. This risk was calculated to 

be 1.12E-M. Six other chemical and pathway combinations were in the E-06 range. Three 
were through the ingestion of vegetables, and the risks were 1.76E-06,2.10E-06, and 1.89E-06 

for benzo(a)anthracene, BaP, and AROCLOR-1254 respectively. The risk due to dermal contact 

with BaP in soil is 2.51E-06. The risk associated with the inhalation of carbon tetrachloride 

volatilized through the basement was calculated to be 3.95E-06. The risk associated with 

inhalation of plutonium-contaminated dust was calculated to be 2.79E-06. 
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The highest calculated risk for the future on-site resident living on the "hot spot" involved 

inhalation of 1, ldichloroethene volatilized in air. The risk was calculated to be 2.23E-03. The 

remaining significant risks for the inhalation of volatiles pathway were 3.81E-04, 8.37E-05, and 

4.OOE-06 for carbon tetrachloride, trichloroethene, and tetrachloroethene, respectively. Three 
other significant risks involved the ingestion of vegetables pathway and were 1.12E-05, 

2.10E-06, and 1.76E-06 for dibenzo(a,h)ante,  BaP, and benzo(a)anthracene, respectively. 

The risk associated with living at the site with the hot spot removed is approximately equal to 

the sitewide risk without the basement volatilization pathway. The most significant risk 

calculated for the future on-site resident living in a clean area was 1.12E-05 for ingestion of 

vegetables containing dibenzo(a, h)anthracene. Two other significant risks were calculated to be 
3.37E-06 and 1.63E-06 for inhalation of l,l-dichloroethene, and carbon tetrachloride as 

volatiles. Three other significant risks were calculated for the ingestion of vegetables pathway 

and they are 2.10E-06, 1.89E-06, and 1.76E-06 for benzo(a)pyrene, AROCLOR-1254, and 

benzo(a)anthracene, respectively. 

e 

F6.3.4 Futu re On-Site Commercial/Industrid Land Use Scenario 

Worker exposure is regulated by occupational standards. Consequently, comparison to exposure 

limits and dose limit is presented in Table F6-5 for highest exposure/dose pathway, inhalation. 

Worker exposureldose is typically two orders of magnitude lower than occupational standards. 

The highest calculated risk for the future on-site worker involves inhalation of 1,l-dichloroethene 

as it volatilizes and enters the basement of the hypothetical commercial/industrial building. This 

risk was calculated to be 1.13E-05, which is also the value of the sum of Class C carcinogens. 

Four other calculated risks were found to be significant. Two of these involved the dermal 

contact with soil and are 1.87E-06 and 1.23E-06 for BaP, and dibenzo(a,h)anthracene 

respectively. The latent excess cancer risk due to the inhalation of plutonium-contaminated dust 

was 2.07E-06. The risk due to inhalation of carbon tetrachloride volatilized through the 

basement was 3.52E-06. 
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F6.3.5 Futu r e On - i  S te Fmlogical Reserve Land Use S c e b o  

The highest sum of risks for Class B2 carcinogens was 5.32E-06. The highest calculated risk 
for the future on-site ecological reserve receptor, a research biologist, involves inhalation of 

plutonium-239, -240 as resuspended particulates. This risk was calculated to be 2.07E-06. The 

dermal contact with soil pathway yielded two other significant risks, 1.87E-06 and 1.23E-06 for 

Bap and dibenu>(a, h)anthracene, respectively. 

a 

F6.4 

The following sections discuss the noncarcinogenic HQ values for specific chemicals and 

pathways and HI values for specific chemical. 

NONCARCINOGENIC HAZARD QUOTIENTS AND HAZARD INDICES 

F6.4.1 Current Off-Site Residential Land Use Scenario 

Both adult and child receptors were identified for the residential land use scenarios. The HI 

values were summed by target organ, and the largest value was 3.46E-08 for blood. The highest 

HQ value identified for the adult receptor is ingestion of fluorene in vegetables (1.73E-08). The 

highest HI value across all pathways was for pyrene (2.12E-08). Fluorene, fluoranthene and 

acenaphthene also had hazard indices in the E-08 range, and the HQ values were also dominated 

by the ingestion of vegetables. 

e 

The hazard indices for the child receptor were on the same order of magnitude as the adult. The 

highest HQ value was for ingestion of fluorene in vegetables (4.03E-08). Three other chemicals 

have HQ values in the Same range and they are the following: acenaphthene, fluoranthene, and 

pyrene. 
respectively. The highest HQ value calculated was for pyrene (4.97E-08). 

The calculated HI values are the following: 2.19E-08, 1.8OE-08, and 2.52E-08 

F6.4.2 Current On-Site CommerciaMndustrial Land Use Sce nanQ * 

The highest sum of hazard indices was for kidneys (4.64E-05). The receptor for this land use 
scenario is the security specialist and the highest HQ value was for dermal contact with pyrene 

in sediment (2.62E-05). Two other hazard indices were calculated to be of the same order of 
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magnitude and they are both associated with the dermal contact with soil pathway. The risk for 

pyrene was calculated to be 1.92E-05 and that for fluoranthene was calculated to 1.1 1E-05. The 

highest HQ value calculated for one contaminant across all pathway was for pyrene (4.64E-05). 

F6.4.3 Futu re On-Site Res idential Land Use ScenariQ 

The sum of HI values for the child receptor within the hot spot for two target organs exceeded 

unity. Hepatic equals 12.9 and kidney 4.0. As with the current off-site residential scenario, the 

future on-site residential scenario considers both an adult and child receptor. The highest HI 

value for the adult is 1.52E-01 for inhalation of carbon tetrachloride inhaled as a volatile. The 

next three highest HQ values were all associated with the inhalation of volatile organic 

compounds and are the following: 1.27E-01, 2.74E-02, and 1.96E-02 for trichloro- 

fluommethane, 1,l dichloroethene, and dichlorodifluoromethane, respectively. No other 

pathways were applicable for these chemicals; therefore, the HI value for each was equal to the 

abovementioned HQ values. 

The four chemicals and pathways with the highest HQ and HI values and indices for the child 

receptor were the Same as for the adult. Those calculated HQ values are 3.78E-01, 3.17E-01, 

6.82E-(32, and 4.88E-02 for carbon tetrachloride, trichlorofluoromethane, 1 ,  ldichloroethene, 

and dichlorodifluoromethane, respectively. As with the adult receptor the hazard indices for 

these specific chemicals are the Same as the HQ values. 

@ 

The highest hazard quotient for the future on-site resident adult on the hot spot was calculated 

to be 14.7 for inhalation of carbon tetrachloride volatilized through the basement floor. A 
second significant hazard quotient was for 1,ldichloroethene inhaled as a volatile (4.82). The 

HI values for these two chemicals are the Same as the HQ values because no other pathways 

were applicable. The highest calculated HQ value for a future on-site resident child was 

calculated to be 36.5 for carbon tetrachloride inhaled as a volatile. Two other HQ values were 

calculated to be greater than unity and both are associated with the inhalation of volatile 

organics. The HQ values are 12.0 and 1.91 for 1,l-dichloroethene and tetrachloroethene, 
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respectively. The HI values are again equal to the HQ values because none of the other 

pathways are applicable for these chemicals. 

The highest HQ value for a future onsite adult resident living in a clean area was calculated to 

be 1.55E-01 for inhalation of trichlorofluoromethane inhales as a volatile. All other chemicals 

were at least one order of magnitude less. The HI value is the same as the HQ value. The 

highest hazard quotient for a future on-site child was calculated to be 3.87E-01 for inhalation 

of trichlorofluoromethane inhaled as a volatile. Also the HQ value for inhalation of carbon 

tetrachloride as a volatile was calculated to be 1.56E-01. The HI values for both of these 

chemicals is equal to the respective HQ values because no other pathway was applicable. 

F6.4.4 Futu re On-Site Co mmercial/Industrial Land Use ScenariQ 

The highest sum of HI values was 1.93E-01 for hepatic exposure. The highest HI and HQ 

values calculated for the future on-site worker was 1.36E-01 for inhalation of 

trichlorofluoromethane as a volatile. The HI and HQ values for dichlorodifluoromethane was 

5.60E-02 also through the basement volatilization pathway. No other hazard index is within two 

orders of magnitude. . 

F6.4.5 Future 0 n-Site Eco logical Reserve Land Use Scenario 

Kidney exposure yielded the highest sum of HI values (3.91E-04). The highest HQ value for 

the on-site biologist is 3.oOE-04 for dermal contact with pyrene in soil. The HI value for pyrene 

is the highest (3.91E-04). The dermal contact with soil pathway also resulted in one other 

chemical with a significant hazard quotient of 1.74E-04 (fluoranthene). The cumulative KI value 

for fluoranthene is calculated to be 2.07E-04. 
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F6.5 SUMUARY OF RISK CHARACTERIZATION 

Tables F6-2 and F6-3 summarize the potential carcinogenic risks and noncarcinogenic HI values 

for each of the subject scenarios, respectively. Phase III data analyses which were complete as 
of August 3, 1992 are reflected in these evaluations. 

The total latent excess cancer risk to a hypothetical on-site resident at some time in the future 

under conditions of "reasonable maximum exposure" was calculated to be 4E-05. The only 

identified risk that exceeds the NCP risk range of 106 to lp is associated with inhalation of 1,l- 

dichloroethene by a future on-site resident living in a house over the "hot spot" area. This risk 

was calculated to be 2.7E-03. Risk from two additional chemicals also associated with the "hot 

spot" were calculated to be in the 1E-04 range. 

There were four combinations (two adult and two child) of noncarcinogenic HQ values and 

associated hazard indices that exceeded unity. All occur with the future on-site resident living 

on the "hot spot". The highest HQ value calculated is 36.5 for childhood exposure to carbon 

tetrachloride. Similarly, the childhood HQ for 1,ldichlorethene was 12.0. Adult exposures 

associated with the "hot spot" were 14.7 and 4.8 for each of these volatile organics, 

respectively. None of the other scenarios and pathways exceed the NCP target hazard index of 

Unity. 

Cornmuison to Background 

In order to place the National Oil and Hazardous Substances Pollution Contingency Plan (NCP) 

risk range of 104 to lod (EPA 199Od) in context, the incremental latent excess cancer risks due 

to contaminants at the site should be compared to several naturally occumng substances present 

both on- and off-site. Several natudly occurring substances present both on- and off-site 

present typical risks in the 104 to lo5 range. Arsenic, radon progeny, and PAHs are some 

notable examples. 
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Arsenic is a naturally occurring trace element found in soils worldwide. Values averaging 7.2 

ppm (range of less than 0.1 to 97 ppm) have been reported for United States soils (Adriano 

1986). At these natural levels, inhalation of resuspended particulates and inadvertent ingestion 
of surface soils t y p i d y  result in an incremental cancer risks of approximately IO'. 

Naturally occurring radon gas occurs in the United States at an approximate average indoor 

concentration of 1 pCi/l. The estimated loss of life expectancy associated with this level of 

exposure is approximately 29 days, with a resulting life-trace risk of approximately 3 X los 
(Cohen 1991). EPA's recommended action guideline for homeowners of 4 pCi/l is four times 

higher than this, and results in an estimated loss of life expectancy of 110 days and an 
approximate lifetime excess cancer risk of lo-" (Cohen 1991). 

PAHs are introduced into the environment through both natural (e.g., forest and prairie fires) 

and anthropogenic (e.g., automobiles, charcoal broilers) incomplete combustion processes. 

Since PAHs are ubiquitous, humans are exposed to these chemicals throughout their lifetime. 

The predominant intake pathway for PAHs is through dietary ingestion, with primary sources 

being charcoal broiled mats and leafy vegetables (surface deposition of PAHs). Median daily 

intake has been estimated to be 2.2 pg/day (Hattemer-Frey 1991) and 3.12 pglday (Menzie 

1992), which results in a lifetime excess risk of approximately 4E-04 (Hattemer-Frey 1991). 

a 

1 n n' 
Although a risk assessment can estimate hyothetical numeric& risks with regard to carcinogenic 

contaminants, there is no epidemiological (empirical) basis for expecting to observe any 

increases in incidence or fatality from the low risks typical of environmental levels. 

Attachment F6 describes the approach to determining collective risk for off-site and hypothetical 

on-site residential individuals. The estimated collective risks and per-capita risks based on the 

maximally exposed off site individual are presented by radial distances and are shown in Table 
F6-4. The estimated collective risk for future on-site individluals was calculated to be 6.73E-03. 
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Simply stated, there are 7 chances in 1 ,O00 that a cancer death would be observed from complete 

residential development of OU1 (see Attachment F6). 

Many epidemiologic studies have attempted to discern increased cancer rates in populations near 

nuclear facilities. A recent review of more than 40 such radiological studies (Shleien 1991) 

indicates that most papers reported at least one elevated disease rate in an area considered 

exposed to the nuclear facility, but clearly states that most of the studies have little chance of 
establishing causal relations between radiation exposure and elevations in cancer rates. This 

failure is due to the lack of strength in positive findings, usually borderline statistical 

significance, and a consistent disregard for the effect of low statistical power and substantial 

Type II (false negative) error probability. The difficulty in determining accurate individual 

radiation exposure, the fact that only a small portion of total radiation exposure comes from that 

source (the majority is received from natural background), and the relatively small number of 

cancer fatalities available in the population of interest compared to that required for adequate 

statistical analysis, prevent such studies from defining cause and effect relationships. The 

National Academy of Sciences (1990) cites an unquantifiable effect of selective reporting that 

increases the tendency of authors and editors to publish studies with positive findings. Thus, 
a clear picture of cancer risk from toxic agent exposures at low levels does not clearly emerge, 

and definitely does not result in easily noticeable increases in public health impacts (NAS 1990). 

h s  V 

In- human cancer mortality from uranium intake has been studied primarily in workers 

engaged in the uranium extraction industry. These studies focused on cancer types expected 

from inhalation of bone-seeking alpha emitters. The studies primarily relied on years of 
employment in the industry to determine intake and did not rely on measured uranium intake. 

These studies are all confused by simultaneous intake of radon daughter products, thorium 

isotopes, and other materials such as arsenic, silica, and vanadium. BEIR IV @. 297) concludes 

as follows: 
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"... these investigations have provided suggestive but not convincing evidence of 
deleterious human effects of chronic exposure to uranium dust .... Caution is 
required in the interpretation of these results as an indication of the absence of 
any effect. The surveys generally included a large number of workers who were 
exposed for only a short time, and environmental estimates were poor." 

Risk estimates developed for uranium: (BEIR N, p. 298) 

"...cannot be determined from published epidemiological studies because of 
confounding factors and because of the limited power of the surveys to detect 

increased rates of tumor incidence or mortality. For this reason, estimates have 
been based, by analogy, on the effects of other alpha-emitting elements in human 

populations and from experiments using uranium in animals." 

As to the health effects of exposure to natural uranium (primarily lowqecific-activity uranium- 

238); BEIR IV @. 298) concludes that exposure to natural uranium is unlikely to be a significant 
health risk in the population and may well have no measurable effect. 

Similarly, plutonium cancer rate increases have been examined through study of individuals 
Occupationally exposed in the nuclear weapons production industry. Environmental level 

exposure does occur but occupational exposure is more likely to produce detectable health 

effects. BEIR IV (pp. 329 and 337) in summarizing this risk estimate determination, concludes 
that : 

"In the absence of adequate human epidemiological data, cancer risk for 
transuranic elements is usually estimated on the basis of human studies of other 
alpha-emitting radionuclides (e.g., uranium miners exposed to radon and its 
progeny, radiumdial painters, patients undergoing treatment with radium, or 
thorotrast-exposed patients) and of low linear energy transfer (LET) radiation 
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exposures .... estimates of risk for transuranic elements cannot be derived from 

human epidemiological studies. Although risk estimates have been derived from 

experimental animals studies, they cannot readily be extrapolated to human. Until 
problems associated with this extrapolation are resolved, the only acceptable 
alternative is to apply risk estimates derived from studies of human populations 

exposed to other alpha-emitting radionuclides. " 

Ouantification of Human Carcinogenicity 

Since risk at low exposure levels cannot be measured directly either in laboratory animals or 

human epidemiology studies, mathematical models have been developed to extrapolate from high 

to low exposure levels. Various models have been proposed to extrapolate from high to low 

doses (Le., to estimate the dose-response relationship at low doses). The three most frequently 

used models are the one-hit model, the log-probit model, and the multistage model (Armitage 

and Doll 1961). The one-hit model is based on the premise that a single molecule of a 

contaminant can be the single event that precipitates tumor induction (Cornfield 1977). In other 
words, there is some finite response associated with any exposure. The log-probit model 

assumes that a response is normally distributed with the logarithm of the dose (Mantel et al. 

1971). This theory seems to have little scientific basis, although some physiological parameters 

are lognormally distributed. This model usually yields much lower potency estimates due to the 

implied threshold at lower doses. 

Currently, regulatory decisions are based on the output of the linearized multistage model (EPA 

1986). The basis of the linearized multistage model is that multiple events (versus the single- 

event paradigm of the one-hit model) may be needed to yield tumor induction (Crump et al. 
1977). The linearized multistage model reflects the biological variability in tumor frequencies 

observed in animals or human studies. The dose-response relationship predicted by this model 

at low doses is essentially linear. 
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Most models produce quantitatively similar results in the range of observable data, but yield 

estimates that can vary by three or four orders of magnitude at lower doses. Animal bioassay 

data are simply not adequate to determine whether any of the competing models are better than 

the others. Moreover, there is no evidence to indicate that the precision of low-dose risk 
estimates increases through the use of more sophisticated models. Thus, if a carcinogenic 

response occurs at the exposure level studied, it is assumed that a similar response will occur 

at all lower doses, unless evidence to the contrary exists. 

The linearized multistate model is a health-conservative mathematical algorithm which has never 

been validated, but is selected by regulators more for its utility in making decisions than for its 

scientific voracity. 

Range of Cance r Risk Estimates 

A summary of the key contaminants and their contribution to the total risk for the hypothetical 

future on-site residential scenario is provided in Table F6-6. The range of the total risk spans 

almost four orders of magnitude, from the 5th percentile of 1E-8 to the 95th percentile of 9E-5, 

while the central tendency is indicated by the 50th percentile of 5E-7. The RME estimates are 

generally greater than the 95th percentile, with the exception of carbon tetrachloride, with an 

RME at approximately the 80th percentile. As the table indicates, the highest contributor to risk 

is l,l-dichloroethene, a Class C carcinogen (possible human carcinogen - limited evidence of 

carcinogenicity in animals and a lack of evidence or inadequate data for human carcinogenicity). 
As stated in RAGS (EPA 1989a), decisions to provide quantitative risk assessment for Class C 
carcinogens are made on a case by case basis; it has been provided here to allow numerical 
comparison with other carcinogens. The low confidence in the toxicity value provided in IRXS 
is reflected in the uncertainty distribution of the calculated risk (see Table F6-6). 

The special cases of residential use at the "hotspot" (IHSS 119.1) and the "clean" area (the site 
excluding IHSS 119.1) are provided to indicate the impact of the localized contaminants in MSS 

119.1. The risk directly over IHSS 119.1 is estimated to be 2E-3, which is greater than the 95th 
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percentile of the sitewide residential risk. The risk associated with the "clean" area is 

estimated to be 3E-5, equal to the 90th percentile of the sitewide residential risk. It 

should be noted that the "clean" area refers only to the absence of M S S  119.1 ground 
water volatiles; the risks from sitewide surface soil contaminants are still included. With 

the exception of the risk calculatedfor a resident living at the point of greatest exposure 
("hotspot"), all calculated risks in Table F6-6 meet the NCP acceptable risk range 

criterion. 

Cancer incidence in the Denver metropolitan area not associated With the site is 0.33 

(CDH 1991). In other words, one person in three living in the Denver metropolitan area 

will get cancer before the age of 75. The potential lifetime cancer risk to hypothetical 
on-site residential receptors directly attributable to the site under "reasonable maximum 
exposure" conditions at some time in the future is 0.00004, yielding a conservative 
theoretical total lifetime cancer incidence of 0.33004. This corresponds to an increase 

of 0.01% in local cancer incidence. These findings are based on the use of health- 

protective assumptions that have varying degrees of uncertainty. One would not expect 

to be able to detect an incremental increase in cancer incidence at this level. 

As mentioned, there are many unquantified uncertainties, including the degree of 
confidence that residential use of the site would ever be permitted. Therefore, the 

impacts calculated under the on-site residential land use scenario are extremely 

conservative; actual exposure, even under plausible future use scenarios, will 

undoubtedly be much lower. 

Therefore, given the uncertainty in quantifying intakes, toxicological and carcinogenic 

response, credibility of future exposure scenarios and the magnitude of "background" 

risks, great care should be exercised in the use of RME risk estimates for regulatory 

decision making. 
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Hypothetical Future On-site Residential Land Use 
Inhalation (indoor volatiles, particulates) - Ingestion (vegetables, soil, sediment, surface water) 
Direct dermal contact (soil, sediment, surface water) - 

e Hypothetiad Future On-site CommerciaVIndustrial Land Use - Inhalation (indoor volatiles, particulates) 
Ingestion (soil, sediment, surface water) 
Direct dermal contact (soil, sediment surface water) 

- 
- 

e Hypothetical Future On-site Ecological Reserve Land Use - Inhalation (particulates) 
- Ingestion (soil, sediment, surface water) 

Direct dermal contact (soil, sediment, surface water) - 

Exposure point concentrations for each receptor were estimated through the use of fate and 

transport models or from summary statistics of the data. Modeling was used to study the 

migration of VOCs from ground water through soil into a hypothetical future structure, 

concentration of contaminants in sediments in the South Interceptor Ditch, and air dispersion, 
deposition, and plant uptake of contaminants. Summary statistics of the data were generated 

after substitution for non-detects using a log-probability method capable of processing multiple 

detection limits. 

Receptor intakes were estimated with methods consistent with Risk Assessment Guidance for 

Superfund (EPA 1989a). The exposure parameter values used were identified in various EPA 
documents or published literature. Intake estimates are presented for each receptor by 

contaminant for each applicable pathway. 

Toxicity constants for all contaminants, except for polycyclic aromatic hydrocarbons (PAHs), 
were taken directly from the integrated risk information system (IRIS) and health effects 

assessment summary tables (HEAST). PAH toxicity constants are based on toxicity equivalency 

factors (TEF) using the slope factor of benzo(a)pyrene. 
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The results of the exposure and toxicity assessments were combined to provide RME risk 

estimates and to facilitate uncertainty analysis. Monte Carlo simulations, used with exposure 

parameter distributions derived from EPA documents, illustrate the magnitude of uncertainty for 

the risk-predominant pathways involving indoor inhalation of VOCs and ingestion of homegrown 

produce contaminated with PAHs and PCBs. Specifically, Monte Carlo simulations were run 
for 1,l -dichloroethene, carbon tetrachloride, benzo(a)anthracene, benzo(a)pyrene, 

benzo@)fluroanthene, benzo(k)fluoranthene, dibenzo(a, h)anthracene, and AROCLOR- 1254. 

Risk Characte rization Resu Its and Conclus' ions 

Risks were characterized to provide explanation of key points and uncertainties associated with 

the numerical estimates of health risk. Two commonly used descriptors of risk, individual RME 

risks, and collective risks, were used for risk characterization. The following individual latent 

excess cancer risks were estimated for each scenario receptor. 

e 

e 

e 

e 

e 

Current Off-site Residential Receptor, risk = 3E-09 
Current On-site Commercial/Industrial Receptor, risk = 3E-07 
Hypothetical Future On-site Residential Receptor, risk = 4E-05 
Hypothetical Future On-site CommerciaVIndustrial Receptor, risk = 1E-05 
Hypothetical Future On-site Ecological Reserve Receptor, risk = 5E-06 

The total latent excess cancer risk to a hypothetical on-site resident at some time in the future 

under conditions of "reasonable maximum exposure" was the highest estimated for the five 

Scenarios. The only identified risk that exceeds the NCP risk range of 106 to lo4 is associated 

with inhalation of 1,l-dichloroethene by a future on-site resident living in a house over the "hot 

spot" area at IHSS 119.1. This risk was calculated to be 2.7E-03. Risk from two additional 

chemicals also associated with the hot spot were calculated to be in the 1E-04 range. 

There were four combinations (two adult and two child) of noncarcinogenic HQ values and 

associated hazard indices that were calculated to exceed unity. All occur with the future on-site 

October 1992 Draft 
(P:\EBRFPBOA\649\REPECIF7 .RV2) F7-3 



resident living on the "hot spot". The highest HQ value calculated is for exposure to carbon 
tetrachloride by the child (36.5). The next highest HQ value was calculated for exposure to 1,l- 

dichlorethene by a child (12.0). Significant adult exposures associated with the "hot spot" were 

calcuIated to be 14.7 and 4.8 for each of these volatile organics, respectively. None of the other 
scenarios and pathways exceed the NCP target hazard index of unity. 

CornDan 'son to Bac k ?round 
For comparison of incremental latent excess cancer risks due to contaminants at the site to the 

National Oil and Hazardous Substances Pollution Contingency Plan (NCP) risk range of 10" to 

lob @PA 199Od), relevant natural background risks should also be considered. Several 
naturally occurring substances present both on- and off-site present typical risks in the lv to 

lW5 range. Arsenic, radon progeny, and PAHs (from volcanoes, natural fires, and 

anthropogenic combustion processes), are some notable examples, presenting approximate risks 

of 1E-5, 1E-4, and 4E-4, respectively. 

Exmeted ImDact on the Communitv 

Collective risks, the multiplication of the individual risk times the affected population, were 
estimated for off-site and hypothetical future on-site populations. The off-site collective risk 

based on the maximally exposed off-site individual was estimated to be 1.3E-4 for a radial 
distance range of 0-80 km. The estimated collective risk for future on-site individuals was 
calculated to be 6.73E-03. Simply stated, there are 7 chances in 1,OOO that a cancer death 

would be observed from complete residential development of OU1. 

* 

Although a risk assessment can estimate numerical risks with regard to carcinogenic 

contaminants, there is no epidemiological basis for expecting to observe any increases in 

incidence or fatality from the low risks typical of environmental levels. Epidemiologic studies 

have little chance of establishing causal relations between exposure and elevations in cancer 

rates. This failure is due to the lack of strength in positive findings, usually borderline statistical 

October 1992 Draft 0 (P:\EBRFPBOA\649\REPORT\SUJIT7.RV2) F7-4 



significance, and a consistent disregard for the effect of low statistical power and substantial 
Type II (false negative) error probability. 

Ouantification of Human Carc inogenicity 

Since risk at low exposure levels cannot be measured directly either in laboratory animals or 
human epidemiology studies, mathematical models have been developed to extrapolate from high 

to low exposure levels. Various models have been proposed to extrapolate from high to low 

doses (Le., to estimate the dose-response relationship at low doses). The three most frequently 

used models are the one-hit model, the log-probit model, and the multistage model (Armitage 

and Doll 1961). Currently, regulatory decisions are based on the output of the linearized 

multistage model @PA 1986). Most models produce quantitatively similar results in the range 

of observable data, but yield estimates that can vary by three or four orders of magnitude at 

lower doses. 

PanPe of Cancer Risk  est^ 'mates 

A summary of the key contaminants and their contribution to the total risk for the hypothetical 

future on-site residential scenario is provided in Table F7-1. The range of the total risk spans 

almost four orders of magnitude, from the 5th percentile of 1E-8 to the 95th percentile of 8E-5, 

while the central tendency is indicated by the 50th percentile of 5E-7. The RME estimates are 

generally greater than the 95th percentile, with the exception of carbon tetrachloride, with an 
RME at approximately the 80th percentile. As the table indicates, the highest contributor to risk 

is 1, 1-dichloroethene, a Class C carcinogen (possible human carcinogen - limited evidence of 

carcinogenicity in animals and a lack of evidence or inadequate data for human carcinogenicity). 

As stated in RAGS (EPA 1989a), decisions to provide quantitative risk assessment for Class C 

carcinogens are made on a case by case basis; it has been provided here to allow numerical 

comparison with other carcinogens. The low confidence in the toxicity value provided in IRIS 
is reflected in the uncertainty distribution of the calculated risk (see Table F7-1). 
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The special cases of residential use at the "hotspot" (IHSS 119.1) and the "clean" area 

(the site excluding IHSS 119.1) are provided to indicate the impact of the localized 

contaminants in IHSS 119.1. The risk directly over IHSS 119.1 is estimated to be 2E-3, 
which is greater than the 95th percentile of the sitewide residential risk. The risk 

associated With the "clean" area is estimated to be 3E-5, equal to the 90th percentile of 

the sitewide residential risk. It should be noted that the "clean" area refers only to the 

absence of IHSS 119.1 ground water volatiles; the risks from sitewide surface soil 

contaminants are still included. With the exception of the risk calculated for a resident 

living at the point of greatest exposure ("hotspot"), all calculated risks in Table F6-6 
meet the NCP acceptable risk range criterion. 

Cancer incidence in the United States not associated with the site is 0.33 (CDH 1991). 

The potential lifetime cancer risk to hypothetical on-site residential receptors directly 

attributable to the site under "reasonable maximum exposure" conditions at some time 

in the future is 0.00004, yielding a theoretical total lifetime cancer incidence of 0.33004. 

As mentioned, there are many unquantified uncertainties, including the degree of 

confidence that residential use of the site would ever be permitted. Therefore, the 

impacts calculated under the on-site residential land use scenario are extremely 

conservative; actual exposure, even under plausible future use scenarios, will 

undoubtedly be much lower. 

Therefore, given the uncertainty in quantifying intakes, toxicological and carcinogenic 

response, credibility of future exposure scenarios and the ,magnitude of "background" 

risks, great care should be exercised in the use of M E  risk estimates for regulatory 

decision making. 
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F1-1 
SUMMARY OF CHANGES 



F'l-1 SUMMARY OF CHANGES INTENDED MIR THL PHE 

Since Technical Memorandum No. 8, Contaminant Identification, was issued, new information 

has been identified through review of data, literature searches, and input from various regulatory 

agencies. Consequently, this new information has resulted in changes that will be included in 

the Public Health Evaluation (PHE). The following is a brief summary of these changes 

intended for the PHE since the original issue of Technical Memorandum No. 8, Contaminant 

Identification, (see F1-2 of this Attachment). 

Updated the Toxicity Screening tables for nonradiological carcinogenic 
contaminants with the most current slope factors. These tables are included in 
these summary of changes. 

0 Deleted Dibenzofuran from COC list. 

0 Added the following PAHs to the COC list: benzo(a)anthracene, 
benzo(b)fluoranthrene, benzo(k)fluoranthene, dibenzo(a,h)mthracene. All four 
PAHs are applicable to surface soil and subsurface soil ,zthways. The COC 
matrix is included in these summary of changes. 

0 Added subsurface soil contaminants applicable for the excavation scenario. 
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CONTAMINANTS OF C CERN MATRIX FOR OU1 BY MEDIA 

Methylene chloride 

Pl~tOniUm-239,-240 

Pyme 
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X 

X X X X 

X X X 

Trichloroethene I X I I I I 
I X I I I I Trichlorofluoromethme 
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PUBLJC H U T H  EVALUATION 
881 HZUSZDE AREA (OUl) 

TECHNZCU MEMORANDUM NO. 8 
CONTAMINANT IDENTIFZCA TZON 

Deparhnent of Energy 
Rocky Plats Plant 
Golden, Colorado 

ENVIRONMENTAL REST'ORATZON PROGRAM 

September 1992 



EXECUTIVESUMMARY 

This Contaminant Identification Technical Memorandum presents the contaminant 

identification and documentation required in Section W.D. 1.a of Attachment A of the Rocky 

Flats Interagency Agreement dated January 22,1991 as part of the 881 Hillside Area, 

Operable Unit 1 (OUl), Public Health Evaluation (PHE) of the Baseline Risk Assessment. 

This Technical Memorandum was prepared to present the hazardous substances detected at 

the site and findings of the contaminants of concern (COC) identification process. The 

scope of this Technical Memorandum is limited to the identification of COCs for OU1 based 
on pre-Phase III 881 Hillside Resource Conservation and Recovery Act (RCRA) Facility 

Investigation (RFI)/Comprehensive Environmental Response, Compensation, and Liability 

Act (CERCLA) Remedial Investigation (RI) environmental data, data collected during the 

Phase III 881 Hillside RFI/RI, and the supplemental surface soil simpling program 

completed in March 1992 and described in Technical Memorandum No. 5, Addendum to 

Final Phase III RFYRI Work Plan. a 
The process was initiated using the environmental data for OU1 ground water and 

surface soils. These media represent the means by which current and future populations 

could potentially be exposed to OW1 contaminants either directly or indirectly. As described 

in Technical Memorandum No. 6, Exposure Scenarios, receptors cannot be directly exposed 

to contaminants in ground water; however, contaminants in ground water that volatilize can 

potentially affect breathing air in a hypothetical future on-site resident’s home. All of the 

exposure scenarios in Technical Memorandum No. 6 include direct contact with surface soil 
and breathing air influenced by contaminants in soil. 

Surface water and sediments in the South Interceptor Ditch and Woman Creek have 

potentially received contamination from Out  via overland flow and/or air dispersion and 

subsequent deposition; however, these drainages also receive potentially contamhated runoff 

from other operable units. Because the routine monitoring locations in these drainages are 

i 



not located within OU1 proper, they are potentially influenced by other areas, and are 
planned for investigation as part of OU5 (Woman Creek priority drainage). Contaminant 

information from these locations was not considered for hazardous substance or COC 
identification. The COCs identified in OU1 surface soils were evaluated for use in the risk 
characterization of surface water and sediment in the vicinity of OUl under the planned 

exposure scenarios. 

Generally each step in the COC identification process represents a screening criterion 
which, after evaluation, either retains or eliminates a specific contaminant for consideration 
in the PHE. The screening process was initiated with the analytical results from the site- 

specific chemical analyte list for each of the media of concern as described above. For 
ground-water contaminant identification, the selected chemical analyte list was limited to 

volatile and semivolatile organics from the U.S. Environmental Protection Agency @PA) 

target compound list and additional volatile organic compounds analyzed by method 502.2. 

The rationale for limiting the potential ground-water COCs to organics stems from the 
exposure pathway identification in Technical Memorandum No. 6, which limits ground-water 
contaminant exposure to those chemicals that volatilize and potentially affect breathing air. 

For surface soil, the site-Specific chemical analyte list consists of semivolatile organics, 

polychlorinated biphenyls, pesticides from the EPA target compound list, metals from the 
EPA target analyte list, and select radionuclides. 

These chemical analyte lists are extensive enough to identify the hazardous substances 
present at OUl in the media of concern for the exposure pathways identified. Hazardous 

substances are defined here as those constituents with a greater than 5 percent detection 

frequency. Hazardous substances detected at the site are then further screened to develop the 
site-specific COCs. The resultant list of COCs represents those contaminants that survived 

the screening process. The screening process is summarized by the following 

implementation steps: 
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Detection frequency evaluation and hot spot delineation 

Statistical comparison of site concentrations with background concentrations 
(surface soil metals and radionuclides only) 

Toxicity concentration screen 

.sased on the applied COC identification process, ground-water COCs are identified as 

follows: 

trichloroethane, and 1,2-dichloroethene. Of the COCs eliminated by the screening process, 

two contaminants were brought back into the quantitative risk assessment because of physical 

property considerations. Dichlorodifluoromethane and trichlorfluoromethane may have been 

introduced by refrigeration after sampling, but they are highly volatile (e.g., gases at room 
temperature) and were therefore added to the ground-water COC list. Chloroform and 

methylene chloride were also retained on the ground-water COC list because they are: (1) 
detected in greater than 5 percent of the samples, (2) carcinogens, and (3) potential 

transformation products &om other COCs. 

1, ldichlomethene, carbon tetrachloride, tetrachloroethene, trichloroethene, 1 , 1 ,1- 

The surface soil COCs identified through the process are as follows: mencium-241, 

plutoNum-239,-240, dibenzofuran, fluoranthene, acenaphthene, fluorene, and pyrene. 

Because of the magnitude and uncertainty associated with the toxicity constant of 
dibewfuran, benzo(a)pyrene and AROCLOR-1254 were retained after the toxicity screen in 

order to provide appropriate consideration of multiple ConbninaTIts in the risk assessment. 

e surface soil COCs identified, contaminants whk were also present surface 

water or sediments are as follows: americium-241, plutonium-22 r.1240, benzo(a)pyrene, 

acenaphthene, fluoranthene, fluorene, pyrene, and AROCLOR-1254. These contaminants 
have been potentially resuspended and transported to these media via overland flow or wind 

dispersion of surface soil contaminants. 

iii 



The COCs identified in this Technical Memorandum will be used to complete the 

0 contaminant fate and transport assessment as part of the PHE exposure assessment and risk 

characterization. 

iv 
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1.1 

INTRODUCTlON 

purpose 

This Technical Memorandum presents the contaminant identification and documentation 
required in Section VII.D. 1.a of Attachment A of the Rocky Flats Interagency Agreement 

dated January 22, 1991 for the 881 Hillside Area, Operable Unit 1 (OUl), Public Health 

Evaluation (PHE). This Technical Memorandum was prepared to present the hazardous 
substances detected at the site and findings of the contaminants of concern (COC) 

identification process. 

1.2 scope 

The scope of this Technical Memorandum is limited to the identification of COCs for 
OU1 based on pre-Phase III Resource Conservation and Recovery Act (RCRA) Facility 
Investigation o/Comprehensive Environmental Response, Compensation and Liability Act 
(CERCLA) Remedial Investigation 0 environmental data, data collected during the Phase 
III 881 Hillside RFI/RI, and the supplemental surface soil sampling program completed in 

March 1992 and described in Technical Memorandum No. 5, Addendum to Final Phase III 
RFVRI Work Plan. The identification process was based on volatile and semivolatile 

contaminant information in ground water; and semivolatile organic, pesticide, polychlorinated 
biphenyl, inorganic, and radionuclide contaminant information in surface soils at OU1. 

a 

Ground-water COC selection was based on the volatile and semivolatile organic results 
of the 1990 and 1991 ground-water field sampling and analysis program, and the first quarter 
of the Phase III RFI/RI efforts. This time frame represents interim monitoring between the 

Phase II RI and the Phase III RFURI work. These programs were biased towards identifying 

and monitoring the most contaminated areas at OU1, so using these data for contaminant 
identification is appropriate. Surface soil data collected during the Phase III RFI/RI were . 

1-1 
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also used for hazardous substance and contaminant identification. The sample locations are 
illustrated in Figures 1-la and 1-lb for ground water, and 1-2 for surface soil. 

Surface water and sediments in the South Interceptor Ditch and Woman Creek have 

potentially received contamination from OUl via overland flow andor air dispersion and 

subsequent deposition; however, these drainages also receive potentially contaminated runoff 

from other operable units. Because the routine monitoring locations in these drainages are 

not located within OU1 proper, they are potentially influenced by other areas, and are 

planned for investigation as part of OU5 (Woman Creek priority drainage). Contaminant 
information from these locations was not considered for hazardous substance or COC 

identification. The COCs identified in OU1 surface soils were evaluated for use in the risk 
characterization of surface water and sediment in the vicinity of OU1 under the planned 
exposure scenarios. 
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2.0 IDE”ICATI0N OF CONTAMINANTS OF POTENTIAL CONCERN a 
Hazard identification is the process of assessing whether exposure to a substance can be 

associated with an increase in the incidence of an adverse health effect (NRC, 1983). For 
the PHE, it involves identifying those contaminants that potentially represent the most toxic, 
persistent, or mobile constituents at the site based on environmental fate characteristics, 
toxicity, and the concentration of contaminants present at the site. 

2.1 General Sit&peciTc Data Collection and Data Evaluation Considerations 

Prior to initiating the COC identification process, several subtasks were conducted as 

part of a qualitative data evaluation. Laboratory and data validation qualifiers were used to 

direct data treatment for the COC development. Additionally, completeness of the Phase III 
RFI/RI data sets was assessed by comparing the samples collected versus actual results 
received. This evaluation also included an assessment of the percent validated. a 

Data qualified with an ’R’ indicates they are considered unusable according to U.S. 
Environmental Protection Agency (EPA) validation criteria and were deleted from the data 

set prior to initiation of the COC identification process. The treatment of data qualified with 

‘B,’ ‘J,’ or ‘U’ is discussed in the following paragraphs. 

A ‘B’ qualifier assigned to an organic compound - volatile, semivolatile, pesticide, or 
polychlon~&ed biphenyl (PCB) - signifies that the compound was found in both the sample 

and an associated laboratory blank. If the reported sample concentration for a ’B’ qualified 
compound was greater than five times the reported detection limit, the analytical result was 
used as reported. The ‘B’ qualifier was also assigned if the reported sample concentration 

was greater than ten times for routine laboratory contaminants; e.g., methylene chloride, 
acetone, toluene, phthalate esters, and 2-butanone. If the reported sample concentration did 

not exceed the criterion, the sample result was assigned a ‘U’ if not detected. A ‘B’ qualifier 
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on a metal signifies that the reported concentration is greater than the instrument detection 

limit but less than the contract required detection limit for that particular chemical. These 

data were used as reported. 

An organic compound concentration is qualified ‘J’ if the compound is positively 

identified below the contract-required quantitation limit. The result is considered an estimate 

because of the uncertainty associated with detected concentrations at low levels. Data 

qualified with a ‘J’ were used in the COC screening process. 

A ‘U’ qualifier assigned to an analytical result indicates that the analyzed chemical was 

not detected above the sample quantitation limit. The ‘U’ qualifier was the primary 

mechanism used for evaluating detection frequency for the organic and inorganic 

constituents. Radionuclides were considered to be nondetects if the error reported by the 

analytical laboratory was greater than the reported concentration, or if the result was 
negative. 

After calculation of the detection frequency, elevated detection limit values due to 

dilutions and/or matrix effects were eliminated from the data set as outliers. If a detection 

limit concentration was greater than two times the most commonly observed detection limit, 

then the elevated detection Gmit was eliminated (Gansecki, 1991). An example application is 

1,tdichloroethene in ground water. The most commonly observed (standard) detection limit 

for 1,ldichloroethene is 5 parts per billion (ppb). Out of 225 data points, 184 were 

nondetects. Of the 184 nondetect concentrations, 14 of the detection limit values were in 

excess of 10 ppb, more than twice the standard limit. These 14 nondetect data points were 

eliminated from the data set as elevated detection limit values. This dropped the total 

number of data points for 1, ldichlomethene in ground water to 21 1. 

Aside from the activities described above, nondetect values had little impact on the 

COC screening process. Detection limit values were used as reported concentrations for the 

DRAlT 
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background compi%ison as described in Section 2.2.3. For example, a reported value of 
5.0U for lead would be used as 5.0 throughout the screening process. 

2.2 Screening of Contaminants 

Figure 2-1 illustrates the screening process applied to the OU1 data set to identify the 
COCs for use in the PHE. This screening process was developed using the discussion in the 
EPA Risk Assessment Guidance for Superfund as a guide @PA, 1989a). The process was 
initiated using the available environmental data from the OU1 1990-1991 routine ground- 

water sampling program, the first quarter of Phase III RFI/RI ground-water data, and the 

Phase III WRI surface soils data. The resultant list of COCs represents those contaminants 

that survived the screening process. Generally, each step identified in Figure 2-1 represents 
a screening criterion which, after evaluation, either retains or eliminates a specific 

contaminant for consideration in the PHE. Flow to the left deletes chemicals from the 

quantitative risk assessment; flow to the right retains the contaminant in the quantitative risk 
assessment. If a potential contaminant of concern is associated with a "hot spot" (a waste- 
related contaminant concentrated in a particular area), the chemical was automatically 
included in the PHE. 

@ 

Brief discussions of each step in the COC identification process are provided in the 

following sections. The tables which illustrate and support the findings of each step are 

included at the end of the document. 

2.2.1 Sitespecific Chemical Analyte List 

The screening process was initiated with the analytical results from the site-specific 
chemical analyte list for each media of concern: ground water and surface soils. For 
ground-water contaminant identification, the selected chemical analyte list was limited to 
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FIGURE 2-1. PROTOCOL FOR IDENTIFICATION 

SITE-SPECIFIC CHEMICAL 
ANALYSIS LIST 

7 

OF CONTAMINANTS OF CONCERN 

I 

OF CONCERN 
------------------ * 

* Professional judgement may be used to retain or delete a chemical 
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@ 
volatile and semivolatile organics from the EPA target compound list and additional volatile 
organic compounds analyzed by method 502.2. The rationale for limiting the potential 

ground-water COCs to organics stems from the exposure pathway identification in Technical 

Memorandum No. 6, Exposure Scenarios, which limits ground-water contaminant exposure 
to those chemicals that volatilize and potentially may contaminate the ambient air. For 
surface soil, the site-specific chemical analyte list consisted of semivolatile organics, PCBs, 

pesticides from the EPA target compound list, metals from the EPA target analyte list, and 

select radionuclides. 

These chemical analyte lists were extensive enough to identify the hazardous substances 
present at OU1 in the media of concern for the identified exposure pathways. Appendix A 

presents each media-specific potential con taminant from the chemical specific analyte list 

along with summary statistics. 

The potential volatile or semivolatile contaminants that were detected in at least one 
sample from the ground-water data set are presented in Table 2-1. Similarly, surface soil 
potential contaminants are presented in Tables 2-2a through 2-2d. According to the direction 

of EPA Region VIII representatives, those chemicals considered essential human nutrients 

were eliminated from consideration as potential COCs.' The chemicals eliminated according 

to this direction were calcium, magnesium, potassium, and sodium and are not included on 
the referenced tables. 

0 

2.2.2 Detection Frequency 

The detection frequency of each potential contaminant was calculated and is 

summarized in Tables 2-1 and 2-2a through 2-2d and supported by the information presented 
in Appendix A. Those constituents with a detection frequency greater than 5 percent were 

' Risk Assessment Technical Working Gmup meeting, July 1992 
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0 retained for further consideration; those with a detection frequency less than 5 percent were 

eliminated. The results of this COC identification step are supported by the information 

(Le., total number of data points and number of detects) presented on Tables 2-1 for OU1 

ground water and Table 2-2a through 2-2d for OU1 surface soils. 

2.2.3 Hot Spot Delineation 

The hot spot assessment step in the COC screening process was designed to retain 

contaminants with elevated concentrations that might otherwise be eliminated because of 

infrequent detection. In theory, if a contaminant eliminated from the detection frequency 

step in the screening process is concentrated in a particular area at an obviously elevated 

concentration, and is considered a potential waste-related contaminant, that contaminant 
would be brought back into the screening process as a potential COC. 

To aid in the hot spot assessment step, all contaminant concentrations were compared 

qualitatively against the central tendency (e.g., mean) concentration on a chemical-specific 

basis. Those compounds exhibiting elevated concentrations with respect to the central 

tendency concentration of the data set are documented on Tables 2-1 and 2-2a through 2-2d. 

The chemicals associated with hot spots by this analysis were limited to several volatile 

organics in ground water and include: 1, ldichloroethene, 1, 1 , 1-trichloroethane, acetone, 

carbon tetrachloride, tetrachloroethene, trichloroethene, and methylene chloride. 

@ 

2.2.4 Statistical Comparison to Background 

Statistical methods were employed to determine if contaminants carried over from the 

detection frequency analysis had concentrations statistically different from site background 

concentrations. This comparison was limited to metals and radionuclides in surface soil; the 

organic compounds in groundwater were assumed to be anthropogenic, while detection of 
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volatile organics in the surface soil was not observed. Statistical tests were performed to 

assess if the concentration of a potential contaminant was statistically different from 
background levels. The first two tests analyzed for equality of variance between the two 

populations. Because the tests performed are affected by the underlying distribution (Le., the 

tests assume a near-normal distribution), a second series of nonparametric tests were 
employed. All statistical analyses are described and presented in Appendix B. A third 

comparison consisted of comparing the observed site maximum concentrations to background 

concentrations defined in acceptable literature sowces. The results of the background 
comparison are summarized on Table 2-3. 

The first analysis performed was an equality of variance assessment using the F-Test 

and the Bartlett's Test of Homogeneity of Variance. The null hypothesis for this assessment 

assumed that if the outcome from both of these tests indicate that the population variances 

were equal, then the potential contaminant population and the background population were 

equal. In these cases, the site and background population were not considered significantly 
different and the contaminant was eliminated. The power of both the F-Test and Bartlett's 

Test are affected by the underlying distribution of the data; therefore, a second, 

nonparametric technique was also used. 

The second test was employed when the null hypothesis for equality of variance failed 

in either of the parametric tests. The nonparametric Mann-Whitney U technique was used to 

assess whether the site and background concentrations were statistically different. The 

Mann-Whitney U (also called the Wilcoxin Rank Sum) technique was employed for two 

reasons: (1) many of the potential contaminants exhibited inequality of variance relative to 

the background data, and (2) the output from the test was not affected by the type of 
statistical distribution. 

The Mann-Whitney U Test provides a method of deciding whether or not there is a 
difference between the site samples and background samples, or equivalently, whether or not 
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they come from the same population. A detailed description of the test is presented in 

Appendix B. Two measures of background comparability were employed: (1) comparison 

of the mean rank sums of the site data and background data generated from the test, and (2) 
assessment of the statistically significant differences between the two populations. If the 

results of the Mann-Whitney U Test indicated the mean rank sum of the background data set 

was higher than the mean rank sum of the site data set, then the poten&& contaminant 

concentration was considered to be less than the correspondag background concentration. In 
these cases, the chemical was eliminated from further consideration in the PHE. 

The second measure employed provides a means of assessing whether the two 

populations exhibit significant statistical differences. The sample statistic, 2, is computed 

from the ranks of the populations. The probability, p, is then found from the Z value using 

a cumulative normal distribution table (e.g., Table Al,  Gilbert, 1987). If the significance 

level, a,  for a one-tailed probability test exceeds 0.10, the populations do not demonstrate a 

significant difference and are considered statistically equal. Those chemical data that met 

this criterion were eliminated from further consideration in the PHE. 0 
The last consideration in the background comparison was information from published 

background concentrations for select chemicals. The literature search was limited to copper, 

molybdenum, vanadium, cesium, and zinc in surface soil, all of which are relatively 

common, rock-forming metals. The maximum concentration for each of these metals (see 
Table 2-2a) was compared to ranges observed in other soils. Each of these metals was under 

the upper end of its corresponding background range as indicated on Table 2-3. As a result, 

the source of these metals in OU1 surface soil cannot be attributed to waste-related 

contamination and were therefore eliminated from consideration in the PHE. 

DRAlW 
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2.2.5 Toxicity Concentration Screen 

The purpose of the toxicity concentration screen was to focus the quantitative risk 

assessment on those contaminants posing the greatest risk given the exposure scenarios 
considered. The potential contaminants in ground water and the potentid contaminants 
surviving the background comparison in surface soil were subjected to the screen. To 

conduct the toxicity concentration screen, noncarcinogens and carcinogens identified in each 

media were grouped accordingly and combined with toxicity constants identified in EPA’s 

Integrated Risk Information System (IRIS) or Health Effects Assessment Summary Tables 

(HEAST). The maximum concentration for each of the potential contaminants was 
multiplied by the inverse of the reference dose (l/RfD) for the noncarcinogenic 

contaminants. The maximum concentration for carcinogens was multiplied by the slope 

factor. The multiplication described yields a risk factor for each of the potential 

contaminants (noncarcinogens and carcinogens). By summing the risk factors for each 

group, the contribution to the total risk was calculated on a percentage basis. Those 

contaminants contributing to greater than one percent of the total risk were retained for 

quantitative assessment in the PHE. 

The results of the toxicity concentration screen for the ground-water contaminants are 

presented on Table 2-4 for noncarcinogens and Table 2-5 for carcinogens. Similarly, the 

results for the surface soil are presented on Tables 2-6, 2-7, and 2-8. 

2.2.6 Mobility, Persistence, and Transformation Product Considerations 

The chemical properties of the COCs identified in ground water and surface soil were 

evaluated in terms of mobility, persistence, and potential transformation products. 

2-18 0 
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1,2-Dichloroethene 

Trichlorofluoroxnetbe 

Table 24  

Ground Woter - VOClSVOC 

12,000 0.02 6.00E+05 6% IRIS 

25 0.2b 125 < I %  IRIS 

Noa-cnnmon enic Contaminants - Taxicitv Saeea 

TOTALS 

Carbon Tetrachloride 

Methylene chloride 

Tetrachloroethene (PCE) 

Toluene 

9.9 x lo' 100.00% 

6.00E+05 6% IRIS 

675 < 1 %  IRIS 

I cis-1.2-DicMoroethene I 5 I 0.01 500 < 1 %  IRIS I 

a orrl reference dorcr (RfDa) were uacd only if inhalation IUDs were oot available, mince irhrtrtian u the d y  complete 
exponure pathway for co~tlminratr in ground water @PA. 1989). 

b inhatation were available in m. 
c Derived from the reference concentration of 27 mglm' @PA, 1992). 
pg/L microgrrmrflitot 
mgkgld m i l l i g r a ~ ~ d d n y  
HEAST 
IRIS Integrated Rhk Infomution Syrtem 

H d t b  Effkctr Aueumenf Summrry Tables 
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Table 2-5 

Ground Water - VOC/SVOC 
inhalation carriaoeenic Contaminants -Todab Screen 

carbon tetrachloride 4500 

chiorofom 170 

Methylene chloride 620 

Tetrpchloroethene 6Ooo 

1,1,2-Trichloroe$hane 78 

1 ,  l-Dichloroethene 18000 

1,l-DichlorOetbnae 35 
1 - -  

I 14OOO Tridoroethene 

IRIS 0.053 

0.081 1.38E42 0.06 !% IRIS 

2.39E41 0.91 96 

0.00165 I 1.02E43 I <0.0196 I IRIS 

TOTALS I 2.2lE+01 I 100.00% I 
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Table 2-6 

surface soil 
Noa-cprdnogenic Contamhnts - Toxicity Srreen 

TOTALS 1.2E+05 100% I 
An RfD for that compaund ir not availrble 
micr0gr;rmllilOgrrm 
picoCurie/grun 
m i l l i g n m l k i l ~ d a y  
a applicable 
Integrated Rhk Iafmtion Syrtem 
Hulth Efftct h u m e n t  Summrry Tabh 
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Table 2-7 

surface soil 
Radiological Contaminants - Toxicity Screen 

Ingestion/Inhalation 

Americium-241 

Pl~tOni~m-239, -240 

1.944 3.2E-08 6.22E-08 11 96 IRIS 

12.99 3.8E-08 4.94E-07 89 96 IRIS 

. Nonradiological Carcinogenic Contaminants - Toxicity Screen 
Surface Soil 

TOTALS 5.563-07 100.00% 
d 

AROCLOR-1254 

ity equivalency fictor 

a onl dope fictor 

Slopc f.cton fot thew PAHI were derived by 
of 0.1 or 0.01 recommcded by EPA Region N 

e Thir dope factor was dexived from the dope factor for TCDD wing the toxkity equivalency fictor mthd recommeaded by 
EPA Region Vm ia the September 1592 rirk hument  TechnicrJ Working Orwp M-. 

ug/kg micmgramclkilogrrrn 
mgllcgld miui~mskilognmldmy 
HEAST Hulth Effecra Assessment Summrry Tablei 
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0 The volatile organic components identified are moderately mobile in the environment 
because they are soluble in water. Many of the volatile organic compounds identified as 

COCs are transformation products. The transformation reactions are sequential, so not all of 
the degradation compounds are expected to be present. The matrix on Table 2-9 provides a 
qualitative assessment of the potential transformation products of the identified COCs. With 

the exception of vinyl chloride, which is at the end of the reaction series for most of the 

COCs, all of the volatile organic COCs are potentially interrelated through degradation. Of 

the COCs eliminated by the screening process, two were brought back as for this reason. 
Chloroform and methylene chloride were also retained on the ground-water COC list because 

they are (1) detected in greater than 5 percent of the samples, (2) Carcinogens, and (3) 

potential transformation products from other COCs. Of the COCs eliminated by the 

screening process, two contaminants were brought back into the quantitative risk assessment 
because of physical property considerations. Dichlorodifluoromethane and 

trichlorfluoromethane may have been introduced into samples by refrigeration after sampling, 

but they are highly volatile (e.g., gases at room temperature) and were therefore added to the 
0 ground-water COC list. 

The radionuclide and organic COCs identified in surface soils are considered immobile 

because both analyte groups are relatively insoluble in water. As a result, each group is 
considered persistent in the environment. Degradation or transformation products for the 

organic constituents are not routinely observed; however, the radionuclides decay to daughter 
products. Americium-24 1 decays by alpha emission to neptunium-237, while plutonium-239 

decays to uranium-235. Given the half-lives for these radionuclides (americium has a half- 

life of 432 years, plutonium has a half life of 24,110 years), detectable concentrations for 

these decay products are not presently observable. Additional surface soil COCs based on 
the consideration of mobility, persistence, or transformation products have not been included 

in the PHE. 
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Table 2-9 

Potential Volatile Organic COC Transformation Products 

1 , 1 , 1-Trichloroethane 

I 
1,2-Dichloroethene 

Chloroform 

Trichloroethene 

Tetrachloroethene 

Carbon tetrachloride 

1,l-Dichloroethene 

Methylene chloride 

1,l-Dichloroethene 
cis and trans 1,ZDichloroethene 
Chloroethane 
Vinvl Chloride 

Vinyl chloride I 
~- 

Methylene chloride 

cis and trans 1,2-Dichloroethene 
Vinyl chloride 

Trichloroethene 
cis and trans 1,2-Dichloroethene 
Vinyl chloride 

Chloroform 

Vinyl chloride 

None listed 
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2.3 Contaminants of Concern a 
The COCs identified in this Technical Memorandum will be used to complete the PHE 

exposure assessment and risk characterization. The COCs will also guide the contaminant 
fate and transport assessment. 

Based on the applied COC identification process for OU1, the COCs identified in the 

groundwater are 1, ldichloroethene, total 1,2dichloroethene, carbon tetrachloride, methylene 

chloride, tetrachloroethene, trichloroethene, chloroform, trichlorofluoromethane, 

dichlorodifluoromethane, and 1, 1, I-trichloroethane. COCs identified in the surface so3 are: 

americium-24 1, plutonium-239,-240, dibenzofuran, fluoranthene, acenaphthene, fluorene, and 

pyrene. Recause of the magnitude and uncertainty associated with the toxicity constant of 
dibenzofuran, benzo(a)pyrene and AROCLOR-1254 were retained after the toxicity screen in 
order to provide appropriate consideration of multiple contaminants in the risk assessment. 

Table 2-10 summarizes the COCs identified and also presents the surface soil COCs 

which were positively identified in surface water and sediment locations in the vicinity of 
OU1. The COCs identified in this Technical Memorandum will be used to complete the 

PHE risk characterization. The COCs will also support the contaminant fate and transport 

assessment. 
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Table 2-10 

Contarnuran * ts of Concern Matrix For OU1 By Media 

total 1,2-DichlOroethene 

1,  1 , l-Trichloroetbnae 

1,l-DichlorOethene I X I I I I 
X 

X 

Tetrachloroethene 

Trichloroetheae 

TricbJoro fluoromethane 

I I X 

X 

X 

X 

D i b f u r a n  I 1 x 1  I 
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a APPENDIX A1 

SUMMARY STA"ICS - GROUND WATER 



TEST MIR NORMALITY 

The test for normality depended on the number of data points (n). 

D’Agostino’s analysis was used; for ns50  the Shapiro-Wilk analysis was used. 

For n X 0  

D’Agost~no s Anal* - 9  

D’Agostino dweloped the D statistic to test the null hypothesis of normality or 

lognormality when T 250 (Gilbert 1987). This test was applied to the OU1 data set on a 
chemical-specific LA. The D test is conducted as follows: 

(1) A random sample is drawn from the population of interest. 

(2) The data is ordered from smallest to largest to obtain the sample order statistics. 

(3a) Compute the D statistic (null hypothesis = normal distribution) using the 
following: 

n 

i = 1  D =  
n 2s 

(3b) Compute the D statistic (null hypothesis = lognormal distribution) using the 
following: 

n 

i = l  
(i - 112 [n+l]) x In, 

D =  
n 2s 

(5) The D statistic is transformed the Y sta-istic by: 
D - 0.28209479 
0.02998598/6 

Y =  

(6) Reject the null hypothesis of a if Y is less than a / 2  or 1-a/2. 



The Y statistic was used to select the best approximation of the distribution either normal 
or lognormal. If neither a normal or lognormal distribution was the appropriate choice for a 

specific data set as indicated by the Y statistic, the distribution was considered "other". 

Shapiro and Wilk Analvsis 

The W Test is used for determining whether a data set has been drawn from an 
underlying normal or lognormal distribution for n I 50. The test is performed as follows 
(shown for a normal distribution): 

1) Compute the factor d of the W test statistic. 
f 

where: 
n 

x = meanofthedataset 

= total number of data points 
xi = valueofthei,datapoint 

2) Order the n data from smallest to largest to obtain the sample order statistics 

xp1 x, .**  x, 

3) Compute the factor k. 
if n is even 

if n is odd 

n - 1  
2 

k = -  

4) Obtain the coefficients a,, a, . . . a, 



5) Compute the W statistic. 

6) Obtain the quantile at the significance level (0.05) from appropriate W statistic 
Table. If the W test statistic is less than the quantile, the Le., null hypothesis is 
rejected (data set population does not have a normal distribution). 

To test for a lognormal distribution, follow the top six steps using Yi instead of X, where: 

Yi = lnx, 

Estimating to Median 

The median of any distribution, no matter what its shape, can be estimated by the sample 

median. 

1) 
2) 

The data are ranked from smallest to largest 
The sample median (median of n data) is computed from the sample order 
statistic 

X[11 Xpl X[nl 

as follows: 
Sample median if n is odd = 

if n is even = 



QROUNDWATER - ORGANfCSlPESIlClDESlPCB. - 8/17/92 

-AL = l,l,l,~TEI'RACHWROEX'"E 

MAXNONDCT = 100.awWXmm, W L  
MLNNONDEr= 0.1- W L  
~ ~ N D ~ ~  0.1- W L  

HEAN = 0.1- W L  
sIpDEV= U G L  

UCL= 0.1- U Q L  
-0 AND WILK ooODNEssoF-FTT T€ST -NORMALDlSI'R5UI'ION 
NORMAL STAT = 

TESTSTAT= 0.931 
m U l l O N  1s NOT NORMAL - NORMAL STAT C T€ST SI'AT 

QEoMEAN= O.laaaWxma, WL 
QEOSI'DDEV= lxmmmOOOO U G L  
G E O m U C L =  0.44119ZD567317 U Q L  

SHAPIRO AND wIu( OOODNESFOF-FIT TBST - WQNORMAL DlSI'R5VIION 
WQNORM =AT = 

TESTWAT = 0.931 
DL!TRIBUI'ION IS NOT WQNORMAL - WQNOJtMAL STAT C T€ST =AT 

MEDIAN= 0.1- U G L  QUAUFIER=U 
MEDIANucL= 0.lommmmao UQL 

m A L # D A T A =  36 

INONDETECTS= 36 
DETECT-= 0.00 % 

TOTAL a STAT~SP~CAL DATA = 

aDErEcrs= o 

I NOND- > NO" MINIMUM = 3 
33 

CHEMlCAL .C l,l,I-TRICHWROEX'"E 

MAXDJ3'ECT= Z O O W M W L  
MMDEJ.Ecr= l.mmmnx, W L  
MAXNONDCT = 150.- U G L  
MMNONDCT = 0.1- U Q L  
sIpNONDCT= 5 M  W L  

MEAN= 1190.-26 W L  
s I p D E V =  3544.836251842878 W L  

UCL= 16683406269Oy)3152 WL 
DAQOSIWO'S QOODNESOF-FIT TE2Z - NORMAL DWIWEUI'ION 
WQNORMSCAT= 62.- 

=ATRANGE= -2582- 13U7 
DISI'RIBUllON 1s NOT NORMAL - NORMAL STAT NOT B" STAT RANQE 

G E O M W =  7.96906sISDgw W L  
GEOSI'DDEV= 21.6501STlm7M U Q h  
Q E O ~ U c L =  lO.EXMKJ&V129 U Q L  

D'AQOWINO'S GOODNESSOF-m TBST - WQNORMAL DlSl3UBUI'ION 
WQNORM SCAT = -2%6y)1117553m 

=ATRANGE= -2382- 1507 
DWIWBUllON 1s NOT L433NORMAL - WQNORM STAT NOT M STAT RANQE 

MEDUN= 5.- W L  Q U A L I F W = U  
M " u c L =  5.- W L  

TOTALIDATA= 2?4 
X D F T E C B =  45 

I N O " W B =  179 
DJnEmFREQ- m.09 % 

INONDJ3ECTS > ZxNONDEIECTMINMUM 13 
TOTAL I STATlsTlcAL DATA = 211 

HOTSPOT ANALYSIS - 
LOC!ATION=WM RESULT- 
WCATION=O974 RESULT= 
LOCAnON=438l RESULT- 
LocAnoN=O974 RESULT- 
LOCATlON=4387 RESULT- 
LOCATION=O974 RESULT= 
WCATION=O974 RESULT- 
L O C A n O N = W  RESULT= 
LOCATION=438l RESULT= 

W L  QUAL- 
U O L  QUAL= 
Wh QUAL= . 
W L  QUAL= 
W L  Q U A L I E  
Wh Q U A L = E  
U Q L  Q U A L = E  
U G L  Q U A L - €  
W L  Q U A L I E  



LOCATION = 4387 
LOCATION 4381 
LOCATION = 0974 
LOCATION = 0974 
LOCATION = 0974 
LOCATION = 4381 
LOCATION = 4387 
LOCATION = 4387 
LOCATION = 0974 
LOCATION = 4387 
LOCATION = 0974 
LOCATION = 0974 
LOCATION = 0974 
LOCATION = 4387 
LOCATION = 0974 
LOCATION = 4387 
LOCATION = 4387 
LOCATION = 0974 
LOCATION = 0974 
LOCATION = 4381 
#HOTSPOTS = 

RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 

29 

QUAL = E 
QUAL = B 
QUAL = D 
QUAL = D 
QUAL = D 
QUAL = D 
QUAL = D 
QUAL = D 
QUAL = 
QUAL = 
QUAL = D 
QUAL = 
QUAL = E 
QUAL = 
QUAL = 
QUAL= D 
QUAL = D 
QUAL = E 
QUAL = D 
QUAL= E 



W C A L  = 1 , 1 , 2 . % T E T R A ~ R O ~  

MAXNONDE"= 'Im.- UG/L 
M I " O N D E T =  0.- UGIL 
m N O N D E T =  SMXMMOMO UG/L 

brIwLN = 4.1s227979) UGL 
mDEv= 1.886444611081 W L  

UCL - 4.41S37491803406 UWL 
D'AOOSIWO'S OOODNESSOF-m TEST - NORMAL DWIWBUllON 
LWNORM STAT - 41.4XMSM1379 

DEWRIBUI'ION IS NOT NORMAL - NORMAL STAT NOT 
STATRANGE -2y)o- 1.486 

STAT RANGE 

GmMEAN= 2.S13188gxw UGL 
G W S T D D E V =  4.456149288491 U O L  
G F O m  UCL - 3.14196411410444 UGL 

D ' A G O ~ O ' S  OOODNESSOF-m TEST - LWNORMAL MslwBvI lON 
LWNORM STAT = -42.132025s74342 

DWTIUBVIION IS NOT LWNORMAL - LOGNORM STAT NOT M STAT RANGE 
STATRANGE= -2.400- 1.486 

MEMAN= S.- W L  Q U " I F A = U  
HEMANUCL= smarammma, uon 

TOTALIDATA- 2% 
I D E l T C " S =  0 

INONDEl lXTS=  22s 
DErEcrFRF.Q = 0.00 % 

a NONDEECTS > ~h NONDEITCC ~AIN~M~M = 32 
TOTAL X STATISIICAL DATA 193 

CXWICAL. = l , l ~ T R l ~ R O - l , 2 , % T l U F L U O R  

MAXDEITCC= zlo.W100W#X W L  
MLNDElFxT= 6.- W L  

I 
89.- W L  

S"DDEV= JU7J93168928143 W L  
UCL= 19S341305549S8051 UGL 

S"R0 AND Wax OOODNESSOF-m TEST - NORMAL DlspRIBvllON 
NORMAL STAT = 0.799mogP188c117 

TESTSTAT= 0.748 
DlSl?UBUI'ION 1s NORMAL - NORMAL STAT > TEST STAT 

GEOMEAN= 32.10736891m9 W L  
o m m ~ c v =  4.7~2~30433~7 wn 
G E O D U C L =  36.764899533S1891 U G L  

SHAPRO ANDWaxooODNESSOF-FITTEST-LooNORMALDmUI'ION 
L W N O W  STAT = 0.8911335%41U7C%W 

DISIWBUllON 1s W N O R M A L  - LWNORMAL STAT > TEST STAT 
TEZTSTAT= 0.748 

MEDIAN- 8.- UOL 
B 5 D I A N U C L = N O T C O M W I P ) - l N ~ ~ D A T A  

TOTALIDATA= 4 
XDIZECT!+= 4 

# N O N D m =  0 
D E E C T F R E Q =  100.00 % 

#NO- > 2rNONDEI'ECTMINIMuM 0 
TOTAL a STATISI~CAL DATA = 4 



CHEMICAL = 1 . 1 ~ T R E H L O R O ~  

M A X D E T E 4 T I  7 B M U G L  
MlNDETFAT- 7.- U G L  
MAXNONDET = 700.- U G L  
MlNNONDm = 0.1000mM00 UGL 
STDNONDJZT = 5.- U G L  

MEAN = 6.1-175 UGL 
WDDEV= 10.6431S324m U G L  

U C L -  7.64317052503@0 U G L  
DAGOSIWO'S OOODNESS-OF-FIT TESS -NORMAL DlSt'RIBUI'ION 
LOGNORM S A T  -74331337- 

STATRANGE = -2398 - 1.487 
D-VI'ION IS NOT NORMAL - NORMAL STAT NOT WIl'" =AT RANGE 

GEOMEAN = 29507(37463669 UGA. 
QEO STD DFV = 4.475212833108 U G L  
O w U C L =  358045851442467 U G L  

DAG0SPI"S OOODNESSOF-m TE&T - LOGNORMAL DEEUBVI'ION 
LOGNORM -AT = -35.6XOSMZV19 

STATRANGE= -2.398- 1.487 
Msl l l lBvlx lN IS NOT LOGNORMAL - LOGNORM STAT NCQ IN STAT RANGE 

MEDIAN= 5.- UGL QUALlFlER=U 
M E D u N u c L =  5mmommom, UGL 

TUI'ALXDATA Pj 
X D € l l X T S =  10 

a ~ o m m  = 215 
D-FREQ = 4.44 % 

I NONDElWXS > 2~ NONDEI'ECT hUNMUbl= 31 
TOTAL a STATWIICAL DATA = 194 

HOTSPOT ANALYSIS 
NO HOTSPOTS FOUND 

-CAL - 1.1-DIcHLOROElWANE 

MAXDETE'X= 35.- U G L  
MJNDETFAT= 2ommmoO U G L  
MAXNONDET= 7W.moamaoO U G L  
MI"ONDm= 0- U Q L  
STDNONDET = 5.OmWJOmO U G L  

MEAN= 5.lf2g2Mll UQA, 
Sl 'DDEV= 4 . m 4  UGL 

UCL- 5.8uo711442.5714 U G L  
DAGOSIWO'S OOODNESSOF4V TEST - NORMAL DLWRIBVI'ION 
LOGNORM STAT = 4.7107586SW29 

iWATRANGE= -2397- 1.489 
DISI'RIBWTION IS NOT NORMAL - NORMAL STAT NOT WIl'" =AT RANGE 

GEO MEAN = 3.153316151510 UGL 
Q E O S l V D E V =  3.6441861938938 U G L  
GEOMET UCL = 3.6649[056177417 U G L  

DAGOSIWO'S GOODNESSOF-FIT TEST - LOGNOIWAL DISI'RIBVI'ION 
LOGNORM =AT = -33.673966232696 

DISTRIBVI'ION IS NOT LOGNORMAL - LOGNORM STAT NOT IN STAT RANQE 
STATRANGE = -2397 - 1.489 

MEDIAN= 5.OLlMWWO UGL Q U m = U  
MEDIANuCL= 5.- WA, 

T U I ' A L I D A T A I  Pj 

WNONDETECPS = 210 
DETFCTFREQ= 6.671'1 

XNONDETECJS > 2rNONDElZJThUNMUbl = 30 
TUI'AL X STATKI'ICAL DATA = - HOTSPUT ANALYSIS 
NO HOTSOTS FOUND 

#DEl'JEI3= 15 

1% 



m C A L  = I,l-DICHLUROEIWENE a 
b U X D E l " =  ISXO.0000aXa00 UGL 
m m -  2-wn 
MAxNONDm= wn 
m N O N D m =  OdmOOmOOO Van 
sFDNONDEI'= 5.- wn 

MEAN = 8 1 2 . 9 4 5 9 7 1 ~  Wtn 
srDDEV= 26w.864smmn w5 
UCL = 1164.425497m6am wn 

DAOOSIWO'S 0 o O D N Z S O F - m  - NORMAL DISIWBWION 
LOONORM STAT = 67.666S7445WV02 

S T A T W O E =  -2582- 1507 
DISIWBUI'ION IS NOT NORMAL - NORMAL STAT NOT STAT RANGE 

omMEAN- 7.806112786606 wn 
o m  m DEV = 15.9911m4972 wn 
OEoMETUcL= 9.963826nIgL218 UGlL 

DAOOSTINO'S OOOD-F-m TEST - LOONORMAL DISIWBWION 
LOONORM STAT = -28.20&082762)16 

STATRANOE- -2582- 1.507 
DISIWBUIWN IS NOT LOONORMAL - LOONORM STAT NOT IN mAT RANOE 

MEDIAN= 5mmm0000 wn QUAUFWIU 
MEDlANUCL= 5.- UWL 

TOTAL#DATA= 225 
U D E E C T S =  40 

# N O N D E E C l S =  185 
DETECT- = 17.78 I 

UNONDETECTS > ZNONDJ3Et3MINIMUM = 14 
WJTAL # SpATlSIlcAL DATA = - n m m  ANALYsls - 211 

LOCATION 6986 
LOCATION c 4387 
LOCATION 0974 a LOCATION = 0974 
LOCATION 4387 
LOCATION = 4387 
LOCATION = 4387 
LOCATION = 4387 
LOCATION 9 4387 
LOCATION = 4387 
LOCATION 4387 
LOCATION = 4387 
LOCATION 4387 
LOCATION = 0974 
LOCATION 0974 
LOCATION = 4387 
LOCATION = 0974 
LOCATION 0974 
LOCATION = 0974 
LOCATION 4387 
LOCJS~~ON 0974 
LOCATION = 4387 
LOCATION = 4387 
LOCATION = 0974 
LOCATION = 0974 
LOCATION - 0974 
LOCATION = 0974 
lHOTSWTS = 

RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
n 

QUAL 
QUAL = 
QUAL 
QUAL = 
2uAL = E 
QUAL = 
QUAL = E 
QUAL = D 
QUAL = D 
QUAL = D 
QUAL = E 
QUAL = E 
QUAL = 
QUAL = E 
QUAL = E 
QUAL= D 
QUAL = D 
QUAL = D 
QUAL = D 
QUAL = 
QUAL = 
QUAL= E 
QUAL = D 
QUAL = 
QUAL - E 
QUAL = D 
QUAL 

CHEUICAL = I.I-DIClUBROpRopQyE 

MAXNONDEF= 5.- Von 
mNONDEF- o.ramaaa,von 
m N O N D m =  0.lOWIOmOO W/L 

MEAN = 0.1000000000 wn 

UcL= 0.1- UWL 
~ D E V -  o.mmmmxx, von 

SHAPIRO AND WIUC ooOMJEssoF-m TEW - NORMAL DWRIBUI'ION 
NORMAL STAT = 

DWRIBVIION IS N m  NORMAL - NORMAL STAT C TE2T STAT 
TEWSTAT= 0.931 0 



GEOMFA.N= O J m m m O a a ,  UGh 
GEOSIDDEV= 1.- U G h  
QEOMETUCL = 0.44119ZXlS7317 UG/L 

SHAPlRO AND WiLX OOODNESWF4W TEST - LOGNORMAL. DISIWBUITON 
LOGNORM STAT = 

TESISFAT = 0.931 
D I S W B W O N  1s NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 

m- 0.lmmrmO U G h  Q U A U F I E R t U  
MEDuwUCL= 0.1- UGh 

TOTALIDATA = 34 
CDETEx3ps= 0 

#NOtiD€ECTS= 34 
DErEcrFltFQ= 0.00% 

#NONLWXFCTS>2xNONDETE€TMlNtMUM= I 
TOTAL I STATISI'ICAL DATA = 33 



e 

CWEMICAL = lJL3TRICHLOROBE"E 

MAXNONDET= S.OXbJOWB I J G L  
MI"0NDET = O.lmoam00 UGL 
WDNONDET = 0.lammmO UG5 

MEAN = 0.lomiCuJm IJG5 
W D D E V =  0.- UG5 
ucL= 0.1- UG5 

SHAPIRO AND WILK GQOD-F-FIT TEST -NORMAL DEXRBUITON 
NORMAL STAT = e 

DISlWBUITON IS NOT NORMAL - NORMAL STAT < TEST STAT 
TESTSTAT = 0.930 

GEOMEAN= O.lammmxX, UG5 
OEOSTDDEVo 1.- UGlL 
GEOMEI'UcL= 0.446480p78141 IJGL 

S"IJt0 AND WlIX OOODNESSOF-FIT TEST -LOGNORMAL DEXRBUITON 
LOONORM STAT = 

DISIWBVTION IS NOT UMNORMAL - UMNORMAL STAT < TEST STAT 
TESTSTAT= 0.930 

MEDIAN= 0.1- UG5 QUALIFIER=U 
MEDlANuCL= 0.1- UG5 

TOTALIDATA= 33 
XDEEXXS= 0 

INONDFIZCPS = 33 
DFpEcrFREQ= O m O %  

I N O N D m S  > 1 NONDFPECT MMlMuM = 
TOTAL U STATISIICAL DATA - 1 

32 

CHEMICAL = 1.23-TRICHLOROPROPANE 

MAXNONDET = lsO.OCBXWWB IJG5 
MLNNONDET = 0.3000000000 UG5 
STDNONDET = O.loOWmO00 U G 5  

MEAN= 0.1- UG5 
STDDEV= 0.- IJG5 
ucL= 0.1- UGL 

SHAPIRO AND WILX OOOD-F-FIT TEST - NORMAL DEXRBUTION 
NORMAL STAT = 

TESTSTAT= 0.931 
DEXRBUIION IS NOT NORMAL - NORMAL STAT C TEJT STAT 

GEO)rtEAN= O.lmmmOm, I J G L  
GEO m D E V  = 1.- UG5 
GEOMETUCL = 0.4411-17 UGA. 

SHAPJRO AND WlIX ooODNEssoF-FIT TEST - UMNORMAL DISIWBUIION 
LOGNORM STAT = 

DLWRIBvI10N IS NOT LOGNORMAL - LOGNORMAL STAT < 

MEDIAN= O.lmOoMm0 UGL QUruplER=U 

TESTSTAT= 0.931 
STAT 

MEDIANUCL= 0.lOmmamXm UG5 

TOTALIDATA = 36 
IDJXECTS- 0 

INONDIXHTS= 36 
DEEXXFRFQ= 0.00% 

I N O N D ~ > Z N O ~ M I N I M U M ~  3 
TOTAL I STATlsIlCAL DATA = 33 



- I_ 

CHEMICAL = 1.2CTRlCHLOROBE"E 

MAxNONDEr= IZOmmamx, UGL 
M l " O N D E T =  0.1000000000 UGL 
SI'DNONDm = 0.1000000000 UGL 

MEAN= 0.1000000000 UGL 
SIDDEV- 0.- wn 

UCL= 0.1oaaaramoo u G n  
S"IR0 AND wIu( OOODNESSOF-~ TEST - NORMAL DlslwBvIloN 
NORMAL STAT - 

TEWSTAT= 0.931 
DlslwBUI'ION IS NOT NORMAL -NORMAL STAT < = STAT 

G E O M E M =  0.1- UGL 
GEOSI'DDEV= l.ammmo00 UGL 
GELXUTUCL = 0.44119poM7317 U G L  

S"IR0 ANDWIUC OOODNESSOF-m TEST - LOGNORMAL D-WION 
LOGNORM STAT = 

TEWSTAT = 0.931 
DlslwBWION Is NOT LOGNORMAL - LOGNORMAL STAT C TEST S A T  

MEDIAN= 0.1000000000 UG/L QUALIFW=U 
MEDIANUCL= 0.lmnmmmO UGL 

TOTALIDATA= 69 
#DETECTS= 0 

#NONDETE€TS= 69 
D=FREQ= 0.00 A 

#NONDI;TEcIs > 2rNONDElW3MlNlMUM = 36 
TOTAL X STATISTICAL DATA = 33 

cIIEMlcAL= 1~mRoMoFpHANE 

MAXNO"= 25.- UGL 
MI"ONDEI'= 0.XOWBmO UGL 
srDNONDEr= OJaxlDomOo UGL 

MEAN- OJMmmOoUGL  
mDEv= 0.- UGn. 

UCL= 0.- UGL 
SHAPIRO AND WIUc OOODNESSOFm = - NORMAL DMWBWION 
NORMAL =AT = 

TESTSMT= 0.531 
DETJUBWION IS NOT NORMAL - NORMAL =AT < TEST STAT 

G E O M U N =  0- W L  
GEOSTDDEV= 1.- UGL 
G W U C L =  0.84119220561317 UGL 

SHAPIRO AND WIUC OOODNESSOFm TEST - LOGNORMAL DWIIUBWION 
UXiNORM STAT = 

TESTSTAT= 0.931 
DETJUBWTON IS NOT LOGNORMAL - LOGNORMAL STAT TEST STAT 

M"= OJoooomm, UGL QUALIFER=U 
MEDIANUCL= O-UGL 

TOTALIDATA= 34 
#DETECTS= 0 

INONDEIWZB= 34 
D E I " -  E 0.00 % 

UNONDE3WXS>2rNONDETIXTMINIMUM= 1 
TOTAL # =ATISTICAL DATA = 33 



CWFMlCAL = 1,'2XIiC!HLOROBE"E 0 - 
MAXNO= = lZQmmm0 U G 5  
M I " O N D E i ' =  0.- W 5  
SI'D NONDm = O.loWWJOWO U G 5  

MEAN= 0.0997M8g24 W 5  
Sl'DDEV= 0.0016W77X9 W 5  

UCL = 0 . 1 m 1 2 1 6 a 1  w5 
gUpIROANDWIu(.ooODNESS4F~TES'-NORMALDETMBUiWN 
NORMAL STAT = 0.17546254121?3534 

TESTSTAT = 0.933 
MsTRlBvllON Is NOT NORMAL-NORMAL STAT < TEST STAT 

GEQMEAN= Oa9969MOmsWL 
GEOSI'DDEV= 1.017960863632 U G 5  
GEOhUTUCL= 0.441865137fl  W 5  

SHAPIRO AND WlLK ooODNESS4F4Tf TEST - LOONORMAL DISlWBUl'lON 
LOONORM STAT = 0.1754625412144758 

TESTSTAT= 0.933 
DM'WEUl'lON Is NOT LOONORMAL - IBGNORMAL STAT < TEST STAT 

MEDIAN= O.loWOOOWO W L  QUAUFIER=U 
HEDIANucL= 0 . 1 o o O a ) o  W 5  

ToTALtDATA- 71 
#DETECTS= 0 

tNONDF373XS= 71 
DETEcrFREQ = 0.00 Z 

I N O N D E l " S > Z x N O ~ M I N l M U M =  37 
TOTAL # STATISTICAL DATA = 34 

MEAN= 4-3 w5 
SI'DDEV = 3.414339551433 W L  

UCL= 5.41923194881893 U G 5  
DAGOSIlNO'S ooODNEssoF-FIT TEST -NORMAL DETMBUiWN 
LOGNORM STAT -U.O%77lX'4S846 

STATRANGE= - 2 4 1  - 1.484 
DISI'RIBUl'lON 1s NUT NORMAL - NORMAL STAT NOT WII'" STAT RANGE 

GEOMEAN= 269S3616525M W 5  
GEOSI'DDEV = 4537113221630 W L  
G F D m U C L =  3302314SS255959 W 5  

DAOSIWO'S OOODNESWFm TEST - LOGNORMALDISI'RIBUl'lON 
LOGNORM STAT = -38.919551926101 

DlSlWBUIlON Is NOT LOONORMAL - LOONORM STAT NUT IN STAT RANGE 
SPATRANGE -2Y)l - 1.484 

MEDIAN- 5.- W 5  QUAUFIER=U 
MEDIANucL= 5 x ) o  W 5  

m A L # D A T A =  2?5 
#Dlmxm= 10 

INONDETECm = 215 
DnacrFREQ= 4.44 I 

# N O N D E T E C T S > Z x N ~ ' i V 3 l ' B T ~ *  33 
T O T A L # S T A ~ L . * : A =  192 - HoTspoT ANALYSE4 - 
NOHOTSPOTSFOUND 



CHQdlCAL= 1.2-DICHLOROEIXENE 

MAXDETECT= 12ooo.- U G L  

M A X N O N D m p  Im.amoaWm, W L  
MINNONDm= 0.- W L  
mNoNDET= 5.- W L  

MEAN- 85.- U G 5  

W m P  10.- W L  

sTDDEV= 976.054415065431, UGL 
uu= 242.-1 UGL 

D'AOOSIWO'S G O O D N E S 4 F m  TEST -NORMAL DISI'RIBUI'ION 
WGNORM SPAT = -98.41143761698088 

STATRANGE = -2.452 - i.4n 
DIsllllsvlloN IS NOT NORMAL - NORMAL SPAT NOT B" =AT RANGE 

GEOMEAN= 5.532639741549 U G L  
GEOsIz)DEV= zplop9BM82 U G L  
GEOMFI'UCL= 5.888U7l4453270) WL 

D'AOOSI'XNO'S GOOD-F-m TEST -LOGNORMAL DISI'RIBVIION 
WGNORM STAT -75.635315792544 

DWTUBUI'ION IS NOT LOONORMAL - LOONORM =AT NOT IN =AT RANGE 
SI'ATRANGEC -2452- 1.423 

-IAN= 5.- W L  QUAUFIER=U 
MEDuNucL= 5.- W L  

TiYl'ALXDATA = 179 
I D E E C T S -  10 

#NO- = I69 
DEECFFREQ = 5.59 % 

INONDEl'ECTS > 2 K N O N D ~ M I N I M U M  = 29 
TOTAL. I SI'ATLSICAL DATA = - H m  ANALYSIS - 
LOCATWIN=0974 RESULT= 1Pm.- UGL Q U A L = D  
#HOTSPOTS= 1 

1% 

__ 
CHB4lCAL = l,ZD1CHLOROPROPANE 

M A X N O W =  Im.amoaWm, U G L  
MINNONDm = 0.- U G L  
SI'DNONDJX= 5.oOOOMWO U G L  

MEAN = 4.15- WiL 
srDDEV= 1.8w44461Pgl W L  

UCL = 4.41837491803*)6 W L  
D'AOOSllNO'S ooODNESS4F-m TEST - NORMAL DISI'RIBUI'ION 
L4XNORM S A T  - -41.456WSM1379 

STATRANGE E -2400- 1.486 
DWTUBVIION IS NOT NORMAL - NORMAL STAT NOT R" STAT RANGE 

GEOMEAN= 2513188rT~W6 UGL 
GEOsIz)DEV= 4.45674-91 W L  
GEOMCT UCL = 3.14196411410444 W L  

DAOOSTDIO'S GOODNESSOFm TEST - WGNORMAL DJSTRIBUTION 
LOONORM STAT = 42.13UUn4342 

DISIXIBvI1oN IS NOT WGNORMAL - LOQNORM STAT NOT IN STAT RANGE 
STATRANGE -2.400 - 1.486 

MEDIAN= 5.- W L  Q U A U F W = U  
MEDIANucL= 5.- w/L 

TOTAL~DATA= m 

XNONDFTE43S= Z?S 
DEECTFREQ= 0.00 I 

INONDFTE43S > 2KNONDEI"MINIMUM = 32 
TOTAL X mATlSllCAL DATA = 

IDETEXTS= 0 

193 



CHmmAL- I s n k E m n B m z m E  

MAxNONDEr= 10.- UGL 
hU"ONDET= 0- UGL 
S D N O N D m =  0- U G 5  

MEAN= 0.- UGL 
&TDDGV= 0.- W L  

UCL= 0- U G L  
-0 AND WILK ooODNEssoF-FIT TEST -NORMAL DISTRIBUTION 
NORMAL STAT = 

TESTSTAT= 0.931 
DISIWBUTION 1s NOT NORMAL - NORMAL STAT < TEST STAT 

ou)MEAN= 0.- UGL 
GEO&TDDEV= lnOmmmm0 UGL 
G F . O m U C L =  0 . 5 4 1 1 ~ 1 7  UGL 

SHAPlTtO AND WIUC o o O m F m  TEST - LOONORMAL DLWRIBUTION 
LOGNORM STAT = 

TESTSTAT= 0.931 
D I S I W B W N  1s NUT LMINoRMAL - LOGNORMAL STAT < TEST STAT 

MEDUN= 0- U G L  Q U A L F E R = U  
"ucL= 0- UGL 

TOTALIDATA= )6 

xDETEcrs= 0 
INONDETFClX= 36 
DETEcrFREQ = 0.00 % 

UNONDETFClX > ZNONDEIXTMMIMUM = 3 
TOTAL I STATISIXAL DATA = 33 

CHR.¶lCAL = 1.3-DICHLoROBE"E 

MAXNONDET 12.- U G 5  
MINNONDET p 0.lmooOUm UC'L 
SDNONDET = O.lamOmr, WL 

MEAN = O.lOmmaw, UGR 
S D D E V =  0.- UGL 

UCL= o.immomma, win 
SHAPIRO AND WIUC ooOD"4F-FIT m - NORMAL DISIWBUTION 
NORMAL STAT - 

TEST'STATm 0.933 
DLWRPAWN 1s NOT NORMAL -NORMAL STAT < TEST STAT 

GEOMEAN= 0.1- UGL 
GEQsI1)DEY= 1.- UGL 
G E O m U C L =  0.4361m26g79n UGL 

S"R0 AND WILK OOODNESW3Fm m - LOGNORMAL DLWRIBUlTON 
LOGNORM STAT = 

TESTSTAT= 0.933 
DISTRIBUTION IS NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 

MEDIAN= 0.1000000000 U G L  QUAUFER=U 
MEDuNucL= 0.1- W L  

n r r A L l D A T A  = 71 
xDETEms= 0 

a~ornmms = 71 
DErEcrFREQ= 0.00% 

#NoNDETFClX>ZNONDEECTMINIMUM= 37 
TOTAL x STATISTICAL DATA = 34 



CHFMICAL = 13-DlCHLOROPROPANE 

MAXNONDEF = 5.MXXIXM00 U G L  
M I ” O N D l T =  0.lOCUJWWW UGiL 
SI’DNONDET = 0.lammmO Won 

MEAN = O.lumoM00 UGL 
SI’DDEV= 0.WWWOWOW U G L  
ucL= 0.1- van 

SHAPIRO AND WlLK OOODNESSOF-m TEST - NORMAL DElRlBvI1oN 
NORMAL STAT = 

TESTSTAT= 0.931 
DlSlWBWlON IS NORMAL - NORMAL STAT C TEST STAT 

GEOMF.AN= 0.1- UGL 
GEOSPDDW= 1.- UGIL 
OEOMETUU= 0.4411cx2M67317 UWL 

SHAPIRO AND WaK OOODNESSOF-F!I’ l T S  - LOGNORMAL DlSlWBUl’ION 
W N O R M  STAT = 

TESTSTAT= 0.931 
DISTRIBUIWN IS NUT WNORMAL - LOGNORMAL STAT C TEIT STAT 

MEDIAN= 0.1oaKDoom U G L  QUAUFKER=U 
MEDIANUCL= 0.1- UGiL 

TOTALIDATA= 34 
WDEECIS=  0 

WNONDIXFXXS= 34 
DEFE.STFREQ= 0.00 % 

W NONDEECIS > 2r NONDETECT MINIMUM = 
TOTAL 1 STATISTICAL DATA = 

1 
33 

CHRbUCAL 6 I.>I”UIROPROPENE 

MAXNONDEI’= S.MXXIXM00 UGL 
MI”ONDE3= 0.- UGL 
Sl’DNONDET= 0.080M00m) UGlz 

MEAN= 0.0Bm00a000 UGL 
STDDEV= 0.- U G L  
UCL= 0.- U G L  

INSUFFICIENT NUMBER OF DATAPOmS TO DGI’ERMINED-WON TYPE 

G E O M W N =  0.- UGL 
GEOSI’DDEV= 1.- UGA. 
GEOMEfUCZ= 2.- UWL 

MEDUN= O.oKJOWOW UGL QUAUFKEREW 
MEDUN UeL = NOT COMPWFD - LNSUFFlCXE“ DATA 

TOTALIDATA= 2 
WDEIECTS= 0 

WNONDEECIS= 2 
DETECTFREQ - 0.00 % 

Y N O N D E E C I S  > INONDEFE.STMMMUM 1 
TOTAL X STATNI?CAL DATA = 1 



c)aulcAL= 1 . 3 - M M E T " E  

MAXNONDm l O . m m a m 0  U G L  
A4l"ONDET = 0.2000000000 U G L  
STDNONDF3 = 0.2000000000 U G L  

MEAN= 0- U G L  
spDDEV= 0.- U G L  

ucL= 0.ammOaxmm UGL 

0 

SHAPIRO AND WW O O O m F m  TEST - NORMAL DISIWBUITON 
NORMAL STAT = 

TESTSTAT- 0.5'31 
DLWRIBUTION Is NOT NORMAL - NORMAL STAT < STAT 

QEoMEAN= oammmmoo UGL 
OEO.TDDEV= 1.mmommO UGlL 
GEOhETUCL= 0.541192aM6n17 UGlL 

W I R O  AND WIlX OOODNESSOF-m TEST - LOGNORMAL DElWEvI1ON 
UMNORM STAT = 

TESTSTAT = 0.5'31 
DNl'lUBVIION IS NUT LOONORMAL - LoaNORMAL SI'AT < SI'AT 

MEDIAN- 0.- W L  Q U A U E W = U  
MEDIANuCL= 0.- UGL 

TOTALIDATA = 34 
IIn3rEms- 0 

XNONDEl'ECl%= 34 
D m F R E Q  = 0.00 % 

X N O N D m S  > 2r NONDEZWX MINlMUM = 
TOTAL I STATJSllCAL DATA = 

1 
33 

CHEMICAL = I ,CDIcHLoROBE"E 

MAXNONDliT= 12.- UGL 
MI"0NDET = 0.0800000000 U G L  
Sl'DNONDm = 0.lamamO U G L  

MEAN= 0.0594117647 UGL 
SI'DDEV- 0.003579154498 U Q L  

U C L =  0.100547~32802 UGL 

NORMAL STAT = 0.1754825412121S!B 

DUTRDUllON B NOT NORMAL -NORMAL =AT < TEST STAT 

SHAPWO AND WW OOODNESOF4T TEST -NORMALDlSIlU8Ul'lON 

TESTSTAT= 0.5'33 

oEoMEAN= 0 . m 1 2  van. 
GEoSl'DDEV= 1.038421551188 UGR. 
Q E O ~ U C L =  0.*4839798697663 Von 

SHAPIRO AND WIlX OOODNESS.OF-FIT TEST - LOGNORMAL DISIWBUllON 
LOONORM STAT = 0.1754825412126897 

DISTRIBUl'lON IS NOT UMNORMAL - LOGNORMM. STAT C TEST STAT 
TESTSTAT= 0.933 

MEMAN= 0.lmoooMm U Q L  QUALIFIER=U 
M€DIANucL= 0.loammmano von 

TOTALIDATA= 71 
I D E E C l X =  0 

#NONDEl'ECl%= 71 
DErECrFftEQ- 0.00 % 

# N O N D E I W T S > 2 x N O " H X M I M M U M =  37 
TOTAL I STATfsplcAL DATA = 34 



cHgyIIcAL= 1 C " E X A N E  

MAXNOND33Tm aOomanmxm0 U G 5  
MmNONDEI'= 2mxDaw)o W L  
sTDNONDEI'= Z.mxDaw)o UGL 

MEAN= Zamwooa, U G L  
mDEv= 0.- Wn. 
UCL= 2.- UGn 

l N 3 U F F l ~  NUMBER OF DATAPOWIS TO D m  DLWRBUI?ON TYPE 

GEOMF.AN= 2- W L  
G E O ~ D E V =  1.- van 
oEoMErUCL= 3.%ammmm,uGL 

MEDIAN= lMlOormM0 U G L  Q U A I l F w = U r  
MEDIAN UCL = NOT COMPUl'ED - INREFIm DATA 

mpAL#DATA= 2 
#DErEcrs= 0 

CNONDlD?CB= 2 
DE"EJTFREQ= 0 4 0 %  

#NONDETEC~X>~INONDETE~TMINIMUM= 1 
TOTAL a STATISTICAL DATA = 1 

- -- - 
m C A L  = 2 4 . 5 - T R I ~ R O F H E N O L  

MAXNONDFT- 58.- UGL 
MlNNONDET = SO.mamOM0 UGlL 
sFDNoNDEr= 50.oowamoo W L  

MEAN= 50.5517%1379 U G L  
mDEv= 202118925062 UGL 

u n =  5 1 ~ ~ ~ 5 1 6 2 A  W 5  
SHAPIRO AND wIu( OOODNESSOF-m TBT - NORMAL DWRIBUl'ION 
NORMAL STAT = 0.2829813cW255+307 

TEsfsTAT= 0.m 
DlsTRIBvllON IS NUT NORMAL - NORMAL SPAT C TEST STAT 

GEOMEAEl= 50JlU21m3Um IJG5 
G E O m D E V =  1.038325126842 U G L  
G E O m  UCL = 50.69233318871878 U G L  

S7fAPIRO AND WILK OOODNESSOF~ TEST - LOONORMAL DWWBUl'ION 
LOGNORM =AT = 0.2829813609218563 

DlSl'RI6UlTON IS NOT JAQNORMAL - WQNORMAL SPAT C TE&T STAT 
T E S m A T =  0.926 

hEDIAN= SO.amaXaa, W/L Q U A I l F w - U  
MEDIANUCL.: 50.- W L  

TOTALIDATA- 29 
# D E " =  0 

XNONDElXTS- 29 
DETEcrFRDp- 0.00 % 

# NONDElXTS 7 21 NONDETECT MINIMUM = 
TOTAL # STA"ICAL DATA = 

0 
29 



L 

m C A L  24.~TRIcHLOR0PHENOL 

MAXNONDm = 12.omW0aWJ W L  
MINNONDET = lO.omW0aWJ W L  
SIDNONDET = lO.WWOWI0 W L  

MEAN = 10.137931m45 van 
STDDEv= OSb7W981265 UGL 
UCL= 1032238413087906 W L  

NORMALSTAT= O.Z29813&W2W07 
S " R 0  AND WILK OOOIwllEssoF-~ TEST -NORMAL DMWBUI'ION 

TESTSTAT= 0.926 
D m W N  IS NOT NORMAL - NORMAL STAT < TEST STAT 

GEOMEAN = 10.326532843257 lKllL 
GEOSl'DDEv= 1.041283281602 U G L  
GEOMETUCL= 10-9S7 U G L  

SHAPRO AND WIIX W O D N E S O F - m  TEST - LWNORMAL DLSWBUI'ION 
LWNORM STAT = 0.2829813609212613 

TESPSTATI 0.926 
DKXRIBUI'ION IS NOT LOONORMAL - LWNORMAL STAT C TEST STAT 

MEDIAN= lO.OOOWW00 UGL QUAUFW=U 
MEDIANucL= lOmOoammm0 W L  

TOTALIDATA= 29 
IDEI'JXTS= 0 

INONDElWXS= 29 
DI?rFmFREQ= o m  I 

I N O N D C P E C T S > ~ N O ~ h U N l M U M =  0 
TOTAL I STATKIICAL DATA 29 

MIN NONDm = lO.omW0aWJ UGL 
SIDNONDm = lO.omW0aWJ WA. 

MEAN = 10.1379310345 UGL 
s I p D E v =  0.5061909B1265 U G L  
UCL= 1032238413087906 W L  

NORMAL STAT = 0.2829813609259)07 

D m W O N  IS NOT NORMAL -NORMAL STAT < TEST STAT 

SHAPIRO AND WIIX OOODNESOF-m TEST - NORMAL Dl!?lXlBWIlON 

TESTSTAT = 0.926 

GEOMEAN= 10.1265328c1m W L  
GEOSIDDEV= 1.042283281602 W L  
G E O ~ U C L =  105oTFos061639n U G L  

SHAPlRO AND WIIX WODNESSOF-m TEST - LOONORMAL DWRIBUI'ION 
LWNORM STAT = 0.2829813609252613 

TESTSTAT= 0.926 
Dl!?lXlBUI'ION IS NOT LWNORMAL - LWNORMAL STAT < TEST STAT 

MEDIAN= lO.oOWOWW0 U G L  QUAllFIER=U 
MEDIANUCL= 10.- UGA. 

TOTALIDATA= 29 
I D R F X T S =  0 

INONDEIWXS- 29 
DcrzCrFREQ = O n 0  % 



-CAI.= 2 4 - D I M L T ” M O L  

MAXNO-= 12.oOWOOWm UGL 
MI”ONDET = 10.OmOOlBW U G 5  
sPDNONDEr= 1o.amoomm UGR. 

MEAN = 10.1379310)45 UGL 
Sl‘DDEV= O.S790981%55 U G 5  
ucL= 10.3p)&(1= UGL 

NORMAL STAT = 0.2829813609259307 
-0 A N D w I l l C o o O D H E s s o F - F I C T E S I ’ - N O R M A L ~ ~ N  

TESTSTAT= 0.926 
DWRWJ’IWN IS NOT NORMAL - NORMAL. STAT C TEST S A T  

GEOMEAN= lO.l2653%327? UGL 
GM)SI’DDEV= 1.-1602 UGL 
GEOMETUCL= lOJoTnm648957 UGL 

SHAPLRO AND ooODNEssoF-F-m TEST -LOGNORMAL DKWRDUllON 
LOONORM STAT = 0.=13609252613 

TESTSFAT = 0.926 
DISIWBUllON IS NOT LOGNORMAL - LOONORMAL STAT C TEST STAT 

MEDIAN- lO.umMao00 UGL Q U A U F W = U  
MEDIANUCL= 10.- UGL 

TOTALIDATA= 29 
aDErEcrs= 0 

INONDElWXS= 29 
DETECTFREQ= 0.00 % 

I NOND-S > 2x NOND- MINlMUM = 
TOTAL I STATISl’ICAL DATA = 

0 
29 

CHEJ4lCAL = Z4-DRWROPHMOL 

LdAXNONDEr= S6.ooaMmm U G L  
M l ” O N D E r =  50.oommXm, UGL 
STDNONDEr = 50.- UGL 

MEAN= So.rmmm0 UGL 
m D E V  = 1.743559577416 UGL 

UCL= 51.16414867663?02 UGL 

NORMALSTAT= 0.- 
SlUplRO AND WlLX CIOODNESS-OF-FTI’ TEST -NORMAL DISI’RIBUIION 

TESTSTAT = 0.905 
DKIWWTION 1s NOT NORMAL - NORMAL STAT < TEST =AT 

OEoMEAN= 5037XW2S41 UGL 
GEOsPDDEV= 1.U32g162yM2 UGL 
G E O m  UCL = 50.82510818315652 UGL 

W I R O  AND WlLX ooODNEssoF-FTI’ TEST - LOONORMAL. DKWRDUl’ION 
LOONORM STAT = 0.n- 

==AT= 0.905 
DLWIUBmON IS NOT LOGNORMAL - LOONORMAL STAT C TEST STAT 

MEDIAN= 50.umMao00 UGL QUAl5lER=U 
MEDIANUCL= Y).-van 

TOTALIDATA= W 
IDErEcIsL 0 

#“ONDEllXl’S= P 
m m =  o m s  

INoNDEllXl’S > 1NONDElECl‘MINlMUM 0 
TOTAL X SMIWJ‘ICAL. DATA = W 



-ICAL= 2,IDI"UOTQLUENE 

MAXNONDET= lZmmam00 W L  
MINNONDET = 10.- UGL 
s IpNONDET= lOxamomD00 W L  

MEAN 10.1333333333 W L  
Sl 'DDEVS 04pBB816515XI W L  

uCL= 10flgS7986618M W L  
SlUpIRO AND WILK GOODNES4F-FIT 
NORMAL STAT = 0~5KI0214ZS703 

-NORMAL DISTRIBUI'ION 

==AT= 0.927 
DWIIUBUI'ION IS NUT NORMAL - NORMAL STAT < TEST STAT 

GEOMEAN= 1 0 . 1 ~ 4 8  UQL 
GEOSTDDEV= 1.046529013302 UGL 
GEOMETUCL= 10.49618499655841 UGL 

SHAPROANDWILKGOODNESfOF-FRTEW-LOGNORMALDlSTRlB~ON 
LOONORM STAT = 0.2?75f40214219801 

TESTSTAT= 0.927 
DISYWBvI10N IS NOT LOONORMAL - LOGNORMAL STAT < TEST STAT 

MELXAN= 10.- W L  Q U A U F W = U  
MEDIANUCLI 10- W L  

TUTALIDATA= 30 
XDEI'ECXS= 0 

XNONDE2ZCl'S= 30 
DcrsCrFREQ = 0.00 % 

I NONDEIWTS > 2x NONDEI'ECX MI" = 
TOTAL X ST'ATLVlCAL DATA = 

0 
XJ 

CHEhflCAL- 2 , 6 D ~ O T O L U E N E  

MAXD-= 2.momaoM UGL 
MMDETFXX= 2.- UQL 
MAXNONDET = 12.- UGL 
MMNONDm = lO.oOWOLWB UGL 
sIp NONDEI' = lO.mm0000M UQL 

MEAN= 9.8666666661 UGL 

UCL = 10.41898133811429 UGL 
SHAPRO AND WIIX o o O D N E S 4 F - m  TEST - NORMAL DLWRDUI'ION 
NORMAL =AT = 032B162wuzPs78 

DLSlWB!JllON 1s NOT NORMAL - NORMAL STAT C TEST STAT 

* 
~ D E V =  i ~ 4 3 u 4 9 p m  wn 

TESTSTAT= 0.m 

GEOMEAN= 9~935~73503wn 
GEOS!DDEV= 1.342659144632 W L  
GEOM€I' UCL - 10.07403769168188 U G L  

SHAPRO AND WILK OOODNESSOF-FIT TEST - LOONORMALDlsTRIBvIlON 
LOGNORM STAT = 0.2S55259769947WO 

-STAT= O W  
DWRMJI'ION IS NOT LOONORMAL - LOGNORMAL STAT C STAT 

MEDIAN= 10.- UGL Q U A U F W = U  
MEDlAtlucL= 10.- wn 

TUTALXDATA = 30 
I D c F E c T s =  1 

INOND€TF?XS= 29 
DErl?crFREQ= 3 . 3 3 %  

#NONDEl?XB > !kNONDEIWXMINIMUM 0 
TOTAL I STATISTIC& DATA 30 

HOTSPOT ANALYSIS 
NO HOTSPOTS FOUND 



- - 
CHEMICAL= WImANoNE 

MAXDEIWX= S3.0000000000 U G L  
MIN DETECT = 110.0000000000 U G L  
MAXNONDm= 1400.0000000000 U G L  
Ml"0NDFT = 5.0000000000 U G L  
STD NONDFT = 10.0000000000 W L  

MEAN6 15.2656250000 UGL 
~ D W =  9.887aw361693 van 

ucL= 24138138338458528 WL 
DAWSrm0.S OOODNESEOF-FIT TESI - NORMAL DLVRDUl'ION 
LOGNORM STAT = 46.833106943318744 

STATRANGE= -2.4%- 1370 
DWRIBUl'ION 1s NOT NORMAL - NORMAL STAT NOT W" STAT RANGE 

GEOMEAN= 105132895W32 U G L  
GEOSl'DDEv= 1.52SW7141118 W L  
G E O h a U C L . ;  10.77751&U606w4 UGL 

D'AG0SPI"S OOODNESs0F-m TESI - LOGNORMAL DLVRDUl'ION 
LOONORM STAT = -79.638os76849)9 

DlSl'RI8UlTON 1s NOT LOGNORMAL - LOONORM STAT NOT M STAT RANGE 
STATRANGE = -2.4% - 1 3 7 ~  

MEDIAN= 10.0000000000 U G L  Q U A U F W = U  
MEDIANucL= 10.- UQL 

loTAL#DATA = I52 
VDEl'FCB= 2 

XNONDETEClS = 150 
DEl7XTFREQz 132 '16 

I N 0 N D E I " S  > !b. NONDETIXS MINlMuM = 24 
TOTAL X STATM'ICAL DATA = 128 - HOTSPOT ANALYSIS - 
NO HOTSPOTS FOUND 

CHEMICAL = Z-CHLOROETHYL VINn EI'HER 

MAXNONDFT = 14.- Van 
MI"ONDET= 0.140mOOOm WL 
SFDNONDEI' = 10.0000000000 U G L  

MEAN= 8.5350000aW) U Q L  
SD D W  = 5.114555210378 UQL 

U c L =  13.54126410616998 W L  

NORMALSTAT= OS@W5#W743066 
S"P.0 AND WILK CKXIDNESSOFm TEST - NORMAL DWRIBUllON 

TFSlSTAT= 0.748 
DlSl'RI8Ul'ION 1s NORMAL - NORMAL STAT > TET STAT 

GEQMEAN = 3.741-4 U Q L  
G E O ~ D E V =  6.658830528183 U Q L  
G E O m U C L =  1030651130439366 UQL 

SHAPIRO AND WILK OOODEIESSOF-FIl' TlW - LOONORMAL DISITUBWION 
LOGNORM STAT 0.6921612279a)6pL1 

DlSl'RI8Ul'ION 1s NOT LOONORMAL - LOGNORMAL STAT < TFSl STAT 
TESYmAT = 0.748 

MEDIAN= 10.0000000000 U G L  Q U A U F W = U  
MEDIAN UCL NOT coMpvIp) - INSUFFlclENT DATA 

TOTALIDATA= 4 
XDETEtTS- 0 

#NONDEIWXS= 4 
DEmmFREQ= om% 

XNONDETIXSS>1NONDEI"MINIMUM~ 0 
TOTAL # STATISI'ICAL DATA = 4 



CHFMICAL = ZCHUIRL 2- 

W N O N D E T E  lZmmmm0 U G 5  
MlNNONDET = lO.CUWoKm UG5 
STDNONDm = 10.- Ut35 

MEANE 10.1333333333 U G 5  
SlDDEV= 0.4988g1651~ U G 5  
ucL= 1 0 . 3 1 1 ~  w5 

SHAPIRO AND WILJC O O O D N E S O F - ~  TEST - NORMAL DSIRIBUllON 
NORMAL STAT = O.Z?756W214285703 

TEATSTAT = 0.927 
D m W I O N  IS NOT NORMAL - NORMAL STAT C TEAT STAT 

GEDMEAN- 10.1p2893pg148 U G 5  
oEoSTDDEV= 1.0465290133CY2 U G 5  
GEOMETUCL= 10.4961&(99655841 U G 5  
SHAPIRO AND WILJC OOODNESSOF-FIT TEST - LOGNORMAL DlSlWBUllON 
LWNORM STAT = 03MdOotl427WJ1 

TESTSTAT= 0.927 
DISIWBUllON IS NOT LOONORMAL - LOONORMAL STAT < TEST STAT 

MEDIAN= 10- W 5  QUruplER=U 
MEDIANucL= 10.- U G 5  

TOTALIDATA= 30 
IDEI'ECIS- 0 

INONDElECTS= 30 
DEI'IXTFREQO 0.00% 

WNONDERXTS > 2xNONDJ3'ECTMINIMuM = 0 
ma a STATISTICAL DATA = 30 

CHFMICAL= ZCHUIROFHENOL 

MAXNONDET = 12.- U G 5  
MlNNONDET = lO.umoOmX, W L  
SlDNONDET = 10.- U G 5  0 MEAN = 10.1379310345 U G 5  ~ 

m m =  o m 1 2 6 5 v o n  
UCL= 10322384130B7906 U G 5  

NORMAL STAT = 0.2829813HS%WU7 

D W S V I l O N  IS NOT NORMAL - NORMAL STAT < TEST STAT 

SHAPIRO AND WILJC OOODNESSOF-FTT TEST - NORMAL D m W N  

TEsTmAT= 0.9% 

GEOMEAN = 1 0 . 1 2 6 5 ~  w5 
GWSTDDEV= 1 ~ 2 8 1 6 m  W 5  
oEoMEruCL= 1 o . m m  W 5  
SHAPIRO AND wIu< O O O D N E S O F ~  TEST - LOGNORMAL DJSIWBWT2ON 
LWNORM STAT = 0.282981XW252613 

TESTSTAT= 0.926 
DlSlTUBUllON IS NOT LOGNORMAL -LOGNORMAL STAT < TEST S A T  

MEDIAN= lO.oOmmaX, UG5 QUALWIER=U 
MEDIANucL= 1 0 . ~  W 5  

TOTALIDATA = 29 
WDEI'FXB= 0 

#NONDEl'ECB= 29 
DcFEcrFREQ= 0.00 % 

TOTAL a STATISTICAL DATA = 
#NO- > ~ N 0 N D E I " M W M U M  = 0 

29 



cImmAL.= 2-"oNE 

uuXDET!XT= 43.WWOOOOW U G L  
MINDET!XT= OmmXmU, U G L  
MAXNONDET= 1W.0000000000 IJGL 
M " 0 m  = 30.0000000000 WL 
SIPNONDET = 10.0000000000 U G L  

MEAN= 10-532 W L  
SFDDEV- 27- U G L  
UCL= 10.69113W4253NI U G L  

D ' A G O W W S  OOODNESSOF-m TESP - NORMAL MSPR1BUl'ION 
LOONORM STAT = -95.05331XKt851764 

STATRANGE = -2.410- 1.401 
DlSl'RDUI'ION IS NOT NORMAL - NORMAL STAT NOT Wn'" STAT RANGE 

OEOMEAN = 30.103984196936 W L  
OEOsII)DEV= 1.130ZU7421961 U G L  
GEDIWT'UU= 10.25U53884185083 W L  

D'AOOSIWO'S OOODNESSOF-m TESP - LOONORMAL DMWBUl'ION 
LOONORM STAT = -95.09331XKt8538 

STATRANGE= -2.m - 1.401 
DlSl'RlBUl'ION IS NOT LOONORMAL - LOONORM STAT NOT IN STAT RANGE 

HEDUN= lO.OWCWXW U G L  Q U A U F W = U  
MEDIANUCLE 10.- UGlL 

TOTALIDATA = 169 
*DETEcps= 1 

# N o m -  168 
DEECTFREQ= 0.59 S 

UNONDEECIS > 2 c N O N D m h U N l M U M  = % 
TOTAL a STATLWICAL DATA = 141 - HOTSWT ANALYSIS - 
NO HOTSWTS FOUND 

CHwUxL = % H Y D R O X Y - ~ A N O N E  

MAXDErEm- 10.- Wn 
MnuDEI'ECT= S.smoamU, Van 

MEAN= 95000(100000WL 

UCL = 10.01443s18110210 W L  

NORMAL STAT = 0.97-1532 

DlSl'RlBUI'ION IS NORMAL - NORMAL STAT > TESI' STAT 

SIDDEV= 0.4wioamm wn 

SHAPIRO AND WIUC OOODNESSOF-m TEST - NORMAL DMWBUITON 

TESI'STAT = 0.767 

GEOMEAE~= 9.48899927001% van 
GEOsII)DEV= 1.049464729815 UGlL 
GEOMETUCL- 10.67- W L  

SHAPIRO AND WIUC ooODNEss-oF-m TFS'- LOONORMAL DWIUEVIION 
LOGNORM STAT = 0 . ~ 1 6 1 1 6 1 0 7 0  

TESTSTAT= 0.767 
DlSl'RlBUllON IS LOONORMAL - LOONORMAL STAT > TEST STAT 

MEDUN = 9.wxymmO U G L  
MEDUN UCL = NOT coMpVIp) - MWFFlCIEW DATA 

TOTALIDATA- 3 
XD€lXTS= 3 

#NoNDETEcrs= 0 
DEEJXFBEQ- 100.00 % 

rNOMHGIZCTS>2cNONDErEcrMMDrNM= 0 
TOTAL a STATETICAL DATA = 3 

n m  IuyALYm - 
NO HOTSPWI'S FOUND 



MAXNONDIT- 12aXmmm UGL 

S”DNONDET= I O m m m m X ,  UGL 

MEAN = 10.1333333333 UGL 
mDEv= 0.45W8761sm UGL 
ucL= 103118s198667805 U G L  

MI”0NDET = lO.ooWOWU0 U G L  

SIUPIRO AND wlu( OOODNESSOF-m TEST -NORMAL DLWRBVPION 
NORMALSTAT 027l560@214B5Xt3 

=STAT= 0.927 
DlsRlBulloN 1s NOT NORMAL - NORMAL STAT < STAT 

QEOMEAN = 10.1zpB939g118 UGL 
QEJ3Sl’DDEV= I.Wi5290133U2 U G L  
GEOMCPUCL= 10.49618499655841 U G L  

SHAPIRO AND wlu( OOODNESSOF-m TEST - LOGNORMAL DLWRBVPION 
LOONORM STAT = 0.2%’560@214219801 

DWlTUBVPION 1s NOT LOONORMAL - LOGNORMAL STAT < TEST STAT 
TF.STsTAT= 0.927 

-IAN= 10.- W L  QUAllfIER=U 
HEDlANuCL= 10.- UGL 

TOTALIDATA = 30 

a m m m s -  XI 
DEECTFRSQ = 0.00 % 

XNONDEECTS > L N O N D ~ M I M M U M  - 0 
TOTAL a STATISTICAL DATA = 

I D E I W X S =  0 

30 

MAXNONDEI’ = I2oMmM)o UGL 
MINNONDET - lO.OOOOWm0 W L  
m N 0 N D E T  - lO.ammm00 UGL 0 

MEAN = 10.1379314)45 van 
g l p D E V =  0 . m 1 2 6 5  UGL 
ucL= 1 0 . 3 ~ 1 ~  wn 

NORMALSTAT = 0.2829813KWSWJ7 

DISTRIBUITON IS NOT NORMAL - NORMAL STAT C TEST STAT 

SHAPIRO AND WIIX ODNESEOF-FTT “JBT - NORMAL DLWRBUIYON 

=STAT 0.926 

GEDMEAN= 10.1265W277 UGL 
GEOSrDDEV- 1.0472832816Y2 UGL 
GUlMFTUCL- 10-3957 WL 

S”IR0 AND wlu( GOODNESSOF-F1T TEST -LOGNORMAL DFXRIBVPION 
LOGNORM STAT = 0.282981360925263 

DISTRIBWION 1s NOT LOGNORMAL - LQGNORMAL STAT C TEST STAT 
TESTSTAT= 0.926 

MEDIAN= 10.0000000000 U Q L  Q U U I F W = U  
MEDUNUCL= 10.- U Q L  

T#TALXDhTA= 29 
ID-= 0 

INONDEECTS= 29 
DErEcrFR€Q= 0.00% 

INONDEIWX‘S > &NONDETEcpMMIMuM 0 
TOTAL I STATISTICAL DATA - 29 



cHEMlcAL= 2-NnnoA"E 

MAXNONDFT= 58- uG/L 
MIN NONDFT = 50.- U G 5  
SlDNONDFT= SonmmmoO U G 5  

MFAN- 505333333333 u G 5  
mDEV= 1.a- u G 5  
UCL= Sl . la7431~1zaD u G 5  

NORMAL STAT = 0.2j7WU?1- 
SHAPIRO AND WIUC OOODNESSOF-FTT TEST -NORMAL DlspRIBvIlON 

T E S T C A T =  0.927 
DSTRBWION IS NOT NORMAL - NORMAL STAT C TEST STAT 

oEoMEAN= So.4Q1189Lw018 uG/L 
QEO m DEV = i.miaz1355 uon 
GEOMETUCL= 50.868531- UGL 

SHAPIRO AND WIUC OOODNEPSOF-F?T TEST - LOONORMAL DLWIUBWIION 
JAGNORM STAT = 0.277560021*2)6864 

"STAT= 0.927 
DISTRIBWION 1 NOT LOONORMAL - LOONORMAL =AT C TEST STAT 

MEDIAN- sO.oOOmma, W L  QUALIFER-U 
MHHANUCL- SooxmmmoamoUGL 

TOTALIDATA- 30 
ID-= 0 

INONDEIWXS- 30 
DEfEcrFXEQ = 0.00 I 

XNONDJZECTS 7 2rNONDElWYMlNIMUM 0 
TOTAL # STATlSllcAL DATA = 30 

- - 
CHmlCAL = 2-NrrROFlXmOL 

MAXNO= = 320000000000 UGL 
MI"0NDFT = 10.0000000000 u G 5  
STDNONDJiT = 10.- VOn 

MEAN = 10.1379310345 u G 5  
SlDDEV= 0306790S1265 U G 5  

UCL = 10.32P841pg1906 W 5  

NORMAL STAT = 0.2829813SW2593U7 

DISlTUBWION IS NOT NORMAL - NORMAL =AT C TEST STAT 

W l R O  AND WJIX OOODNEsfoF-FlT TEST -NORMAL DISX'RBWION 

-=AT = 0.926 

QEOJ&%N= 10.1!2653S43277 UGh 
GEOSI'DDEVr 1.047283Blgn UQL 
GEOMFPUCL- 10- UQh 

SHAPIRO AND WIUC OOODNESSOF-F?T TEST - LOONORMAL DlSTRlBUITON 
LOONORM STAT = 0 ~ 1 3 6 0 9 2 5 2 6 1 3  

TESTSTAT= 0.926 
D I S I W B ~ O N  U NOT LOONORMAL - JAGNORMAL =AT C TEST SFAT 

MEDUN= lO.OmWOW00 u G 5  QUALIFER=U 
MEDIANUCLr 10.- U G 5  

TOTALIDATA- 29 
#DEIWXS= 0 

INONDEIWXS- 29 
D E I " F R E Q  = 0.00 % 

#NO- z 2 x N O " B T M I N I M u M  = 0 
TOTAL I STATWICAL DATA = 29 



CHRb4ICAL = 3.3'-DlCHLOROBR4ZJDlNE 

M A X N O M I E I -  !mmoOom IJGL 
W N O N D E I  = P.- U G L  
S I P N O N D E I  = aD.OmOOmm0 U G L  

M E A N =  P.ammaa0 U G 5  

0 

~ D E V  = o . i e o 3 i m s  wn 
ucL= aD.46T1869800110g I J G L  

NORMAL STAT = 0.27l5fW214285834 
SHAPlRO AND WIUC ooODNEssoF-rnr TEST -NORMAL DKTRIBUI'ION 

T E S T S T A T =  0.927 
LX!WUBUI'ION 1s NOT NORMAL - NORMAL STAT C TEST S I A T  

GEOMEAN = 2I.lS7220llU250 U G R  
OWSIPDEV= 1.035527583482 U G R  
GWME"UCL= P.S57761o(L(68861 U G L  

SlUpIRO AND wIIl( O O O m F m  TEST - LOGNORMAL D1SPRIBVPION 
LOGNORM STAT .i 0.2775600214321332 

DLSIIUBUI'ION IS NOT LOGNORMAL - IDGNORMAL STAT C TEST STAT 
T E S T S T A T =  0.927 

MEDIAN= mmoommo W L  QUALIFER=U 
MEDIANUCL= m.- UGIL 

T O T A L I D A T A =  30 
I D E l l r r S I  0 

I N O N D m s =  rn 
DERXZFREQ = 0.00 I 

W NONDEl7ICT.S > 2r NONDERXZ MlNMUM = 
TOTAL W STATETICAL DATA = 

0 
30 

CHEMICAL = 3-moA"E 

MAXNONDEI = S8.cmCWDlO U G L  
MMNONDEI = 50.oWOOKOO U G L  
STDNONDET= so.- won 

MEAN = 505333333333 U O 5  
S I P D E V -  1.995SwKo6z19 I J G L  

UCL = 51.247431946712p IJGL 
SHAPIRO AND WILK OOODNESSOF-m TEST - NORMAL DKTRIBWION 
NORMAL STAT 0 2 7 7 ~ 1 4 % 8 7 2  

DKITUBWION IS NOT NORMAL - NORMAL STAT C TEST STAT 
T E S T S T A T =  0.927 

OEOMEAN= 50.497189054018 W L  
GW SIVDEV = ~ . m i a m s s  wen 
G E O W U C L =  50.868531- U G L  

SHAPIRO AND WIUC OOODNESSOF-FlT TEST - LOGNORMAL DKTRIBUITON 
WGNORM STAT C 0.2775~WW14p6864 

D-UI'ION 1s NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 
TESTSTAT= 0.927 

MEDIAN= SO.- U G L  QUAUFIW=U 
MEDIANUCL= 50.MxamxmMoo U G L  

TOTALWDATAS 30 
IDEI'EXTS= 0 

INONDEI'?EB= 30 
DErEcrFRF,Q= 0.00 % 

I N O N D E R X Z S  > 2xNONDEl"kIINIMuM = 0 
TOTAL I STATlSllCAL DATA 30 



CHEMICAL * 4,4'-DDD 

MAXNONDm = 0.1000000000 WL 
hU"ONDEl'= 0.1000000000 U O L  
STD NOND?3 = 0.1000000000 U G L  

MEAN = o.ioumoom uG/L 
srDDEv= 0.- UGL 

u c L -  0.1- UOL 
SHAPIRO AND wIu( GOODNESOFm TEST -NORMAL DWRIBUlTON 
NORMALSIAT = 

TESTSPAT= 0.910 
DISIWBVnON 1s NOT NORMAL - NORMAL SPAT C TEST STAT 

GEOMEAN= 0.1- U G L  
OEOS"DDEV= l.mmOaxm0 U G L  
QEOMETUCL= 0.48438162487CW UGfL 

SHAPLRO AND WlLK OOODNESOF-m TEST - LOGNORMAL D m V n O N  
LOGNORM STAT = 

DlsrilIBvlloN 1s NOT LOGNORMAL - LOGNORMAL STAT < TIM' SPAT 
TlZTSPAT= 0.910 

MEDIAN= 0.1OOWWOKI WL QUAIlFlER=U 
MEDUNUCL= 0.1- U G L  

TOTALUDATA= a6 
UDIXECFS= 0 

UNOND-= m 
DEmXFREQ= om% 

U NONDEIBXS h NONDElBX' MMDr(uM = 0 
TOTAL a SPATMICAL DATA = 26 

CHEMICAL= 4,4'-DDE 

MAXNO== O . l a r m m X ,  WL 
M " O N D E l ' =  0.1000000000 UGL 
STDNONDET = 0.1000000000 WL 

MEAN= 0.lmaaXm U G L  
SII)DEV= 0.mrxmamO WL 

UCL= O.lmmoOmma, U G L  
SHAPiTlO AND wIIl( GOODNESOF-m TIM' - NORMU DISTJUBVnON 
NORMAL STAT = 

TESTSTAT= 0.920 
DISI'FSBUIION 1s NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN= 0.1- WL 
GEOsI1)DEW= 1.000000000000 UQL 
GEOMEI'UCL= 0.48438762487084 UGL 

SHAPIRO A N D W I U C o o O D ~ F ~ T l Z T - L O G N O R M A L D ~ W O N  
LOGNORM STAT = I 

DIS'RIBUIION 1s NOT LOGNORMAL - LOGNORMAL SPAT C TIM' STAT 
TESTSPAT= 0.920 

MEDUN= 0.1000000000 UGL QUALlFlER-U 
MmIAElucL= 0.1- UGL 

TOTALIDATA= 26 
U D E " S =  0 

DElwxFREQ= om % 

TOTAL u STATISIEAL DATA = 

U N O N D E l " B =  26 

a N 0 N D E l " B  > ZNONDIXECFMINIMUM = 0 
26 



MI"0NDm = 0.lmmOma U G L  
mNONDEr= 0.looOOOWo U G L  

MEAN- 0.1- U G L  
s11)DEV= 0.- UGL 
UCLP 0.1- U G L  

sUPIF.0 AND WILK O O O D N E S O F ~  TEX - NORMAL DKIWBVIION 
NORMAL STAT = 

IHspRIBvIlON IS JWT NORMAL -NORMAL STAT < "EST STAT 
TESTSTAT= 0.920 

GFDMEAN= 0.1- U G L  
GFDSII)DEV= 1.000000000000 U G L  
G E O m U C L =  0.4WS76248XS4 U G L  

SWAPIRO AND WlUC O O O D N E S S O F ~  
LOONORM STAT = 

DWRIBUI'ION 1s NOT LOGNORMAL - LOONORMAL STAT < TEST STAT 

- LOONORMAL DISI'RIBUl'ION 

=STAT= 0.932 

MEDIAN= 0.lamoMoo UGL Q U A U F W - U  
MEDUNUCLE 0.lmmmmmO U G L  

W A L I D A T A =  26 

INONDEECTS= 26 
DEiWXFRFQ= 0.00% 

0 

I N 0 N D E I " S  > !h NOND- MINIMUM = 0 
TOTAL a STATISITCAL DATA = m 

~ D E V =  2.027163925062 wn 
UCL= ~ i . 2 ~ 9 s ~ s p s 1 6 u  UGL 

SlULplRO AND WlUC OOODNESOF-FIT TEST - NORMAL DISRIBVIION 
NORMAL STAT = 0.282981X09259W 

DISI'RIBVIION 1s NOT NORMAL - NORMAL STAT < TESI' STAT 
TESTSTAT= 0.926 

GFDMEAN= 50.51442103008 U G L  
G E D S I D D E V t  1.038325126842 U G L  
GEOMJ3l'UCL= 50.89B3318871878 UGL 

S"R0 AND wIu( OOODNESSOF-FIT TEX -LOGNORMAL DNIWBWON 
LOGNORM S A T  = 0.2825813609218563 

DISTJUBUl'ION 1s NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 
TESTSl'ATt 0.926 

MEDUN= 50.oomMar)o U G L  QUALSIER=U 
MEDIANucL= 50.- W/L 

TOTALIDATA= 29 
XDlXECR3= 0 

#NONDElTCTS= 29 
m F R F Q =  0.00 % 

I NONDEIWTS > !h NONDEIXT "M = 0 
TOTAL I STATlSllCAL DATA = 29 



QmAlCAL = CBROMOPHENYL PHPM ErlBR 

MAXNONDEI'= 12.- UGn 
MI"ONDFl'= 10.- UGL 
~ ~ D N O N D E T =  10.- u G n  

MEAN = 10.1333333333 U G L  
m m =  0.19B%816515?D W/L 
ucL= 1 0 . 3 1 1 ~  W/L 

NORMALSFAT= 0327%lO2\428YKJ3 
SHAFIP.0 AND WILK OOODNESSOF-m TEVT - NORMAL MsIwBvI loN 

TESTSAT = 0.927 
DM'RIBUITON Is NOT NORMAL - NORMAL STAT < TEST =AT 

GEOMEAN = 10.1222893W48 Van 
GE0SIZ)DEV = 1.0465290133@2 UGL 
OEOMEl'UCL= 10.49618499655841 U G L  
SHAPIRO AND WIIX aOODNESSOF-FIT TEST - ux3NoRMAL DM'RIBUl'ION 
UMNORM STAT = 0.27l%U214279801 

TESTSMT = 0.m 
-N B NOT LoomlRMAL - LWNORMAL SPAT < TEST STAT 

MEDUN= IOnmnOmX, U G L  Q U A L l F W = U  
MEMAwucL= 10.- W/L 

TOTALIDATA= 30 
IDEmTs= 0 

#No-= 30 
rlErEcrm= 0.00 % 

I NONDEFECTS > Z NONDETECF MINlMUM = 
TOTAL I SFATISTICAL DATA = 

0 
30 

U!iiLORO--OL 

yw["DET= lZmmmm, W L  
M M N O ~  = 10.- U G L  
spD"DET-  lO.oramm00 W/L 

MEAN = 10.1379310345 I J G L  
mDEv= 0.506790981265 W L  
UCL= 10322yt13og79o6 IJGL 

NORJWl.mAT= 038L9813@92WO7 

DLVIWBUITON B NOT NORMAL - NORMAL STAT < TEST SPAT 

SUPIRO AND WIIX OOODNESSOF-FIT l%ST - NORMAL DM'RIBUI'ION 

TESTSTAT= 0.926 

GEOMJ2M-J = lO.lX3- U G L  
QEOSIDDEV- I.OG"B381602 W L  
GEOb4EFUCL= 10JoTxm64639n UGL  

SWPIRO AND WIIX WODNESSOF-FIT l%ST - tooNoRMAL DM'RIBUITON 
UMNORM STAT = 0.~1360925m13 

TESTSEAT= 0.926 
DBIWBUI'SON 1s NOT LWNORMAL - LOGNORMAL =AT < TEST STAT 

MEDUN= 10.- U G L  Q U A U F W - U  
MEDuNucL= 10.- van 

-&#DATA = 29 
IDEl'EiXS= 0 

INONDEECW= 29 
Dmx!rm= o m r  
I N O ~ > ? r N O N D E T E C F M l N l M U M -  0 
-AL I SfATlSIlCAL DATA = 29 



CHEMICAL = U!HLOROAF4lUNE i MAXNONDEI'= 120000000000 W L  
MINNONDR = 10.0000000000 U G L  
D N O N D C T  = 10- U G L  

MEAN = 10.13333?3333 UGL 
s12)DEV= 0.498881651510 WL 

UCL= 1031185798661805 U G L  
S"IR0 AND WIUC Q O O D N E S O F ~  TFST - NORMAL. DlslllIBUI'ION 
NORMAL STAT = O.ZZ'56an1428S703 

TESTSTAT= 0.927 
DISIWB~~ION IS NOT NORMAL - NORMAL STAT c TEST STAT 

G E O ~ D E V  = 1.046529013302 ucin 
GEOMEAN= 30.122189398748 UGIL 

GEokaTUCL= 10.49678499655641 UGIL 
S"IR0 AND WILK QOODNESk3Fm TEST - LOONORMAL DJSIXJBUIlON 
LOGNORM STAT = 0.2715600214219801 

TESTSTAT = 0.927 
DISTRIBUI'ION IS NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 

MEDIAN= 10.0000000000 UGL QUALIFIER=U 
MEDlANUcLP: 10.- W L  

TOTALIDATA= 30 
C D r n S =  0 

INONDElXTS= 30 
DJXECTFREQ = 0.00 .% 

#NONDE~'ECTS>~KNONDJ~F.I.TMMMUM= 0 
TOTAL I STATM'ICAL DATA = 30 

__ - 
CHEUICAL = U!HLOROPHE?WL PHENYL El'HER 

MAXNONDET= 120000000000 W L  
MI"0NDm = 10.0000000000 UGL 
SI'DNONDCT = 10.- UGL 

WAN = 10.1333333333 W L  
sIz)DEV= 0.4988876$1510 U G L  
UCL= 103118s198667805 W L  

SHAFtRO AND WILK OOODNESSOF-m TEST - NORMAL DISTRIBUI'ION 
NORMAL STAT = 0.27756an1428S703 

DISI'MBUI'ION IS NOT NORMAL - NORMAL STAT C TFST STAT 
TESTSTAT= 0.927 

GEOMEAN= 10.122289398148 U G L  
GEOSTDDEV= 1.046529013302 W L  
GEOMETUCL= 10.49678493655841 W L  

S"Ilt0 AND WIUC QOODNESSOF-FTC TEST - LOGNORMAL DISTRIBUIION 
LOGNORM STAT = o . m m i 4 2 7 9 8 o i  

TESTSTAT= 0.927 
D1S17UBUI'ION IS NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 

MEDIAN= 10.- UGL Q U A L l F W = U  
LiIEDuNUCL= 10.- WGL 

'"OTALIDATA = 30 
#DETECTS= 0 

wr!loNDms= 30 
JEmmFrfEQ = 0.00 96 

L N O " T S > Z N O N D m - =  0 
TOTAL I STATlSllCAL DATA = 30 



CHEMICAL - +METHn-29EHTA"E 

MAXDEIWX= 1s.- won 
MXNDEECT= ~ M ~ ~ O O O O O W L  
MAXNomEr= 1m.0000am00 van 
M I " O N D € T =  IOmoOmmoD UQL 
STDNoNDET= 10M)00(m000 U Q L  

MEAN= 10.04MW405 U Q L  
SKIDEV= 1.- W/L 
UCL= I O . 2 7 2 1 1 ~ 1 1 M  U Q L  

D'AOOSIWO'S O O O D m F m  TEST - NORMAL D-UITON 
LOONORM STAT 41.71co2943)6M7 

STAT RANQE = -2456 - 1.418 
DSITUBUllON IS NOT NORMAL - NORMAL STAT NOT WIIlW STAT W G E  

QEOMEAN= 9.9067sm.5323 UQL 
QEOSTDDEV- 1.Z5674751459 W L  
Q E O m U C L =  10.1wp841947Ow U Q L  

D'AQOSIWO'S OOODNESSOF-FlS TEST - LOONORMAL DWP5UITON 
LOQNORM S A T  = -92913336958134 

SATRANGE = -2.456 - 1.418 
DKIWBUITON IS NOT LWNORMAL - LOONORM STAT NOT IN STAT W Q E  

MEDUN= IOmmmmW, U Q L  QUALIFIER=U 
MEDIANUCL= 10.- U Q L  

TOTAL#DATA= 180 
#DEl'lXTS= 2 

#NONDElWTS= 178 
DEECI'FREQ = 1.11 % 

XNONDElZClS  NO^^ = 32 
TOTAL # STATISIICAL DATA = - HoTspoT ANALYSIS - 
NO HOTSQTS FOUND 
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MfMIcAL- W O L  

MAXNONDET= 12.mmmoOO U Q L  
MMNONDEr- lO.ommOm, UQL 
STDNONDtX = lO.mmoOOa, UQL 

MEAN = 10.15u1461538 W L  
SKIDEV- 0.532936710051 Van 
UCL= 1035Sm11($79293 UQL 

SHMIRO AND WILK OOODNESOF-FK TEST - NORMAL D-UITON 
NORMALSTAT= 03006384(16666234 

TE.WtXAT= 0.W 
DlSlTUBUllON IS NOT NORMAL - NORMAL STAT < TEST STAT 

QEOMEAN = 10.14123543110 W L  
QEOSKIDEV= 1.0497E2613154 UQL 
OEOM€TUCL= 10.S447W644147 UQL 

SHMIRO ANDWILK000DNESSOF-Ffl'TEST-LOQNORMALDISTRIBVM)N 
W N O R M  STAT = O.XXW8541f461057 

TESTSTAT = 0.921) 
DISRUBUllON IS NOT LOQNORMAL - W N O R M A L  STAT C TEST STAT 

MEDIAh'- lO.aWRNOWO Van QUAUFIER-U 
MEDlANucL= 10.- von 

TOTAL#DATA= 26 
XDEI'ECIS- 0 

INONDEE~XS- 26 
DEl'lXTFREQ - 0.00 I 

IN0i-m- > ~KNONDEIZC~MINIMUM = 0 
TOTAL I WAT~SI~CAL DATA = a6 



MAXNONDGT- 58.oOWOWOo W L  
h4I”ONDET = 50.- UQ/L 
SIPNONDET = 50.- U Q L  

MEAN= 50.5-3 UGn 
Sl’DDEV- 1.99SY)606219 W L  

UCL = 51.247431w1m W L  

NORMAL STAT = 0.2?756lO214285672 
SHAPIRO AND wIIl< OOODNESSOF-m TEST -NORMAL DlSlXlBUllON 

m S T A T  = 0.927 
DlSlWBVIION B NOT NORMAL - NORMAL STAT < m STAT 

OEOMEAN = 50.497189054048 W L  
OEO Sl’D DEV = 1.037716321355 U Q L  
QEOM!ZTUCL= 50.86S3107054608 U Q L  

SHAWlO AND WILK OOODNESSOF-FK’ TEST - LOONORMU DISIWBUIlON 
LOQNORM STAT = 03n56lO2LcZwB64 

TESTSTAT = 0.927 
DBTRIBVIION B NOT LooNoRkuL - LOONORMAL S A T  C TEST STAT 

MEDIAN- 5OomoamOm W L  QUAUFIER-U 
MEVIANUCL- somamomaur,~n 

TOTALIDATA- 30 
IDETBTs= 0 

#NOElDETEcps= 30 
DETECT- = 0.00 % 

I N O N D m S  > 2t NONDFllW3 MINlMUM - 
TOTAL I STATISIICAL DATA = 

0 
30 

CHEWCAL - 4-moP”oL 

WNONDET= 5 g . m  von 
hU”0NDET- 50.- UQL 
Sl’DNONDEi’c So- W& 

MEAN= 50SIZM1379 U Q L  
Sl’DDEV- 2021163925062 U Q L  
UCL= si .mmnsi~ van 

S€L4PIRO AM) WlIX O O O D m F m  -NORMAL DLSIWBVIION 
NOiLwAL STAT = 0.282981XWZ9307 

TESTSAT - 0.926 
DISIWBVIION 1s NUT NORMAL -NORMAL SAT < TEST STAT 

OEOMEAN- 50.514421yI)ooB W L  
OEOSI’DDEV- l.038325126842 Van 
O E C ~ . ~  UCL = 50.m~31mm wn 

W I R O  ANDWIUCOOODNESSOF-~ T E S T - L O O N O R M A L D ~ V I I O N  
LOONORM STAT = 0.282W3609218563 

DLSIWBUllON B NOT L O O N O W  - LOONORMAL STAT C TEST STAT 
TESTSAT = 0.926 

MEDIAN= S.CWJOWOW W L  QWAUFIER-U 
MEDIANUCL= SO.- U Q L  

TOTALIDATA= 29 
#DEIBZRS= 0 

INONDEl’HXS- 29 
DEI’ECTFRsp = 0.00 % 

I NONDETECTS > 2x NONDEITLT MINIMUM 
”AI. X SATLSl7CAL DATA = 

0 
29 



_- __ 
-CALL ACENAP"E 

MAXNONDm = lZmaam00 U 0 5  
MINNONDEF = l O . a m m m 0  U G 5  
Sl'DNONDm = 10.- U 0 5  

MEAN = 10.1333333333 UGL 
Sl'DDEV= 0.198881651s70 U G 5  
UCL- 10311857986618(u UG5 

S"JR0 AND WIUC GOODNES4F-m TEST -NORMAL DlspRIBvllON 
NORMAL STAT = 0.27l560021428571)3 

TESTSTAT = 0.927 
DlspRlBVPION IS NOT NORMAL - NORMAL STAT C STAT 

GEOMEAN - 10.1-48 U G 5  
GEOSl'DDEV= 1.0465290133CfZ U 0 5  
GEoMETUCL= 10.49676499655841 U G 5  

SHAPlRO AND WIUC GOODNESSOF-m TFST - LOGNORMAL DLWRIBVPION 
LOGNORM STAT = 0.27756002142?WJl 

DlSTRlBUl7ON JS NOT L O G N O W  * LOQNORMAL STAT < TEsr STAT 
=STAT= 0.927 

MEDUN- 10.- UG5 QUAUFIER=U 
MEDUNUCL= 10.- U Q L  

TOTALIDATA I. 30 
#DEl-Ecrs= 0 

I N O N D m S =  30 
D m F R E Q  - 0.m % 

I NONDEIWXS > 2~ NONDETECT MMlMUM = 
TOTAL U STATISllCAL DATA = 

0 
30 

cHEMlCAL= ACENAP- 

MAXNONDET = IZmmOmr, U G L  
MLNNONDET = 10.- UGL 
S T D N O N D ~ =  10.- von 

MEAN = 10.1333333333 w3n 
!TDW = 0.498887651510 W L  
uCL= 103118S7s8667m U G L  

W I R O  AND WIUC GOODNESSOF-FTT TEST - NORMAL DISTWBVPION 
NORMAL STAT = 0.277560021428nm 

TESTSTAT= 0.927 
DWIWBUIlON IS NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN = 10.12289)98748 Van 
GEOSlTlDEV= 11)46529013302 I J G L  
GFDhEl'UCL= 10.49618499655841 U Q L  

S"JR0 AND wIu( GOODNESS4F-m TEST - LOGNORMAL DWIWBVPION 
LOGNORM STAT = 0.2775600214ZXW1 

TESTSTAT = 0.927 
DlspRlBVITON IS NOT LOGNORMAL - LOGNORMAL STAT < STAT 

MEDUN= 10.- IJG5 QUALIFER-U 
MEDUNucL= 10.- I J G L  

TOTALIDATA= 30 
#DEI'JXTS= 0 

INONDFIZCFS= 30 
D E 3 " F R G Q =  0.00% 

UNONDETECTS > ZNONDETEcIMMlMUM = 0 
TOTAL I STATWlTCAL DATA = r) 



MAXNONDJT= m.omoaaUx) UGL 
ML"ONDET= 3S.omoaaUx) UGL 
SIDNONDET= 350.- U G L  

MEAN= 3S.omoaaUx) U G L  
S I D D E V =  0.alWWmmW UGL 
ucL= 350.- W L  

m S u F L l m  NUMBER OF DATAPOW TO DEERMNE M S ~ R ~ B V I X ~ N  TYPE 

GEOMEAN= 3so.ammmm, wn 
GEOSIDDEV= 1.- UGL 
G E O m U C L =  351.- UGL 

MEDIAN= m m m m m x ,  van QUALIFIER-U. 
MEDIAN UCL = NOT COMP~~ED - mSuFLlm DATA 

TQTALIDATA= 2 
I D E E x T S =  0 

INONDErEms= 2 
DEExTFREQ- O m %  

INONDFTEtXS > 2 r N O h m M I H h r m M  = 1 
WAL I mATISllCAL DATA = 1 

CHEMICAL= ACPMNE 

M A X D E l W 3 =  1oO.omoaaUx) U G L  
M T N D E E x T =  4.- UGL 
MAXNONDm = 1oO.- UGL 
M I " O N D E T =  1.- UGL 
STDNONDET = 1 O . m m O m m  U G L  

%s7suu658 
S I D D N  = 131.9lRor)46op W L  
UCL = 51.97ml44310535 UGL 

D'AGOSIMO'S GOODNESOF4T TEST - NORMAL D I S I W E m N  
LOGNORMSTAT= 41- 

DWIWBWIION 1s NOT NORMAL - NORMAL STAT NOT WII'" STAT RANGE 
SFATRANGE = -2460 - 1.413 

oEoMEAN= 10.938MB9826R UGL 
G E O S I D D E V L  2306B0741460 W L  
QEOMEI'UCL= 1131u6uI05uP UGL 

D'AGOSIMWS GOODNESSOF-m TEST - LQGNORMAL DNWBWIION 
LOGNORM STAT = 4.753190909709 

=ATRANGE = -2.460 - 1.413 
DIS~UIBWIION 1s NOT LQGNORMAL - LQGNORM =AT NOT m STAT RANGE 

M E D M =  10.- W L  QUALIFIER-U 
MEDlANUcL= 10.- U G L  

TOTALIDATA 174 
#DETECTS* 15 

INONDElW3s- 159 
8.62 % 

I NONDEl'ECTS > Z NONDEExT MlNMUM E 
TOTAL U &TATISTICAL DATA = - HOTSPOT ANALYSS 
LOCATION=OQN RESULT= 1400.- U G L  QUAL=B 
IHOTSeOTS= 1 

18 
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- __ 
c H m I c A L =  ALDRIN 

MAXNONDET = 0.- U G 5  
MINNONDET'= 0.- UGL 
Sl'DNONDET= O A m M o m o  U G 5  

MEAN= 0.- van 
srDDEv= 0.- Von 
UCL= 0.- UGL 

SHAPIRO AND WILK O O O ~ F 4 T T '  - NORMAL D m U l l O N  
NORMAL STAT = 

TEATSTAT= 0.m 
DlsTRIBvIxlN IS NOT NORMAL - NORMAL STAT < TIjsT STAT 

QEOMEAN= 0.- UQL 
QWSl'DDEV= 1aaMaxxaOOO W 5  
oFDMErucL= 0.u43816u870B4 U G n  

SHAPIRO AND WILK OOODNESOF-FIT TEST - LOGNORMAL DLWRIBUllON 
LOGNORM STAT = 

T E S T S A T =  0.W 
DISTRIBUllON IS NOT LOGNORhfAL - LOONORMAL STAT < TEST STAT 

MEDIAN- 0.- UGL Q U A L I F W = U  
M E D M U c L =  0.- Von 

TOTALIDATA= 26 
X D J X W X S =  0 

aNONDEl-JxTS= 26 
DEl'EtTPREQ = 0.W % 

#NO- > ZrNONDEl'EtTMMIMuM = 0 
TOTAL a S~ATETICAI. DATA = m 

CHEMICAL= A"E 

MAXNONDET = 12.- U G 5  
W"0- = 10.maomaO U O L  
Sl'DNONDET - 10.- U Q 5  

MEAN = 10.1333333333 W 5  
Sl 'DDEV= 0.498887651sIo U G 5  
ucL= 10.3118s1986618M W 5  

SHAPIRO AND WILK GOODNESSOF-FIT TEST - NORMAL DISlWBUllON 
NORMAL STAT = Om5I30214- 

DlsTRIBvFKlN IS NOT NORMAL - NORMAL STAT < TEST STAT 
TESTSTAT= 0.927 

GEOMEAN = 10.3-48 Van 
GEOsrDDEV= 1.046529013302 U Q 5  
GEOMZI UCL = 10.4-1 UG5 

SHAPIRO AND WILK OOODNESS-OF-FIT TEST - LOGNORMAL DWI'RIBUllON 
LOGNORM STAT = 0.!2775600214219801 

TESTSTAT= 0.527 
DlSl'RlBUllON IS NOT LOGNORMAL - LOGNORMAL STAT TEST STAT 

MEDIAN= lO.OOOWWI0 U G 5  QUAUFIER-U 
MEDlANucL= 10.- U Q 5  

TOTALIDATAS XI 
#DETE(JTS= 0 

XNONDFTEClS- 30 
DElWXPREQ= 0.00 % 

# N O N D E I Z C I S > 2 x N O ~ M l N I M U M =  0 
TOTAL Y STATSl'ICAL DATA - 30 



CHEMICAL AROCLOR-1016 

MAxNONDm= oJumomooua5 
M l " O N D m =  O J u m o m o o  U G 5  
SII)NONDFT= o ~ m m m x )  wn 

~ ~ D D E V =  0.- wn 
UCL- o j m m o m a a a  uon 

MEAN= oJ0000aXXXw5 

SHAPIRO AND wlllc O O O D N E S O F ~  TEST - NORMAL DWRIBUllON 
NORMAL STAT = 

TESTSTAT= 0.923 
D I S I X D W N  1s NOT NORMAL - NORMAL STAT < TEST STAT 

OEOMEAN= 0- U G 5  
OEOSTDDEV= 1.oMmmMUx) U G 5  
OEOMJXUCL= 0.884387- UGR. 

SPUPIIRO AND WILK OOODNESSOF-FTl' TEST - WQNORMAL DlspRIBUllON 
LOONORM STAT = 

TESTSTAT = 0.923 
DISIXDUIWN 1s NOT LOONORMAL - LOONORMAL STAT < TES STAT 

MEDIAN= OJumomoo Ut35 Q U A U F W - U  
MEDuNucL= oJaxmmmm,w5 

TOTALlDATA = 26 
#DEXWXS= 0 

INONDEECTS= 26 
DErEcrFREQ= 0.00 s 

I NONDElW3S > 2x NONDEl'E4T MINIMUM = 0 
TOTAL x STATSIWAL DATA = 26 

MEAN= oJ0000aXXXvon 
SII)DEV= 0.- W 5  

UCL= OJOODOMmaaOO w5 
S"R0 AND wILI< OOODNESSOF-m TES - NORMAL DISI'RIBUllON 
NORMAL STAT = 1 

DlSlWBUllON IS NOT NORMAL -NORMAL STAT C TEST SPAT 
-SPAT 0.923 

QEOMEAN= 0- W 3 5  
GEOSII)DEV= 1.- W 5  
G E o h a U C L =  0.88438162481084 U G 5  

SHAPRO AND wIu( OOODNESSOF-FIC TES - WQNORMAL DISI'RIBUllON 
LOONORM STAT = 

DISIXIBUllON 1s NOT =NORMAL - IDGNORMAL STAT < 

MEDIAN= O J o m m m o  U G L  QUrUPlERrU 

-STAT= 0.920 
STAT 

MEDlANucL= 0.- w5 

TOTALIDATA- 26 
#DEiWXS= 0 

#NONDEll3XS= 26 
D-FREQ= oms 

XNONDETFCl'S > !kNONDElTKTMMIMuM 0 
TOTAL X STATJSITCAL DATA * 26 



_ _  
CnmIcAL- AROCLOR-1232 

MAXNONDGT- OJOOOOmODO UGL 
M I " O N D E T =  O.YxKamm0 WL 
SI'DNONDm= O J m a w o m  UGL 

MEAN= 0- UOL 
srT)DEv= 0.- U G L  

uCL= 0- WL 
-0 ANDwIu(C100DNESSOFm TEST-NORMAL-UITON 
NORMAL =AT = 

==AT= 0.920 
DISIWBUI'ION IS NOT NORMAL - NORMAL STAT < TEST STAT 

GEOMEAN= OJDOOOOOOOODO I J G L  
GEOSl'DDEV= 1.- U G 5  
QEOMETUVn- 0.8&p381624gIoga UGL 

SWLPIRO AND WW GOODNffsoFm' TEST - LOONORMAL DMXIBWTION 
LOONORM STAT = 

=STAT= 0.920 
DLWRIBUITON IS NOT LOGNORMAL - LOONORMAL STAT < TEST STAT 

MEDIAN= O.Smmom0 UGL QUALIFEFC=U 
mmuCL0 l.K3& 

TOTALIDATA - m 
#DETECTS= 0 

#NONDEECTS= m 
DFTELsrFREQ- 0.00% 

CNONDEIECTS > 2 I N O N D ~ M l N L M U M  = 0 
TOTAL I mATLTICAL DATA = a6 

cHEMlcAL= AROCLQR-IW 

MAXNONDmr oyaooama I J G L  
MI"ONDEl'= O J o o m m m  UG5 
S f D N O N D ~ -  OmmraoO WL 

MEAN- 0.- I J G L  
S r D D E v =  0.- UGL 

UCL= 0.- UGL 
SHAPlRO AND WW 0 o O D m F - m  TEST - NORMAL DKIWBUI'ION 
NORMAL STAT = 

DISTRIBUI'ION IS NOT NORMAL - NORMAL =AT < TEST STAT 
==AT= 0.920 

GEOMEANr OJOQmOOaaO UGL 
GEOSII)DEv= 1.- W L  
OEoMcIUCL= 0.8843876%8Xt84 UOL 

SHAPlRO AND WW OOODNESSOF-m TEST - LOONORMAL DISIWBUI'ION 
LOONORM STAT = ICT 

DISTRIBWITON 1s NOT LOGNORMAL - LOGNORMAL WAT C TEST STAT 
TESTSTAT= 0.920 

MEDIAN= OJOOOOmODO U G 5  QUAUFIER=U 
MEDIANucL= O J o O o M a m M a )  van 

W A L # D A T A =  26 
#DErEcrs= 0 

#NONDETECTS= m 
D m F R E Q n  0.00% 

C NONDEIECTS > 21 NONDETE4T MINlMUM = 
TOTAL # mATIWlCAL DATA = 

0 
26 



t3EhWAI.s AROCLQR-1214 

MAXNONDF3' = 1.- U Q L  
MIN NONDFX = 1.- UQn 
mNONDm= 1.- W L  

MEAN= 1.- wn 
m D E V =  0.- UWL 

ucL= lmmoumamo UGR. 
S"R0 AND wIu( OOODNESSOF-m TEST - N O W  DlSl'RIBUI'ION 
NORMAL STAT = 

TF2XSTAT= 0.920 
DlSl'RIBUI'ION 1s NOT NORMAL - NORMAL STAT 'I" STAT 

QEOMEAN= 1.- W L  
QEOSTDDW= 1.- UGL 
Q ~ M E r U c L =  138438162487084 UGL 

SHAPIRO AND wIu< OOODNESSOF-FIF TEST - LOONORMAL DISTRIBUI'ION 
LOONORM STAT = 

"BTSTAT = 0.920 
DtrPRIBWlON 1s NOT LOONORMAL - LOONORMAL STAT < TBC STAT 

MEDIAN- ~.anoomoa, wn QUAUFER-U 
MEDuNucL= 1.OmrmomamWL 

TOTALIDATA= 26 
#DETECTS= 0 

I N O N D ~ E C T S =  m 
DETECT-= 0.00% 

#NO- > 2rNONL)EIXTMINIMuM = 0 
TOTAL a STATETICAL DATA = 26 



CHEMICAL = AROCLOR-1260 

MAXNONDEF= U G L  
MI"ONDET= 1.- U G L  
SDNONDET= 1.0000000000 U G L  

MEAN= l.OOOOUMW U G L  
SIZ)DEV= 0.- UGL 

U C L =  lmammww00 U G L  
S"IF.0 AMI WIUC OOODNESSOF-FIT - - NORMAL DLVRIBUITON 
NORMAL STAT = 

DISUUBUllON E NOT NORMAL - NORMAL STAT C TFSP STAT 
TESTSTAT- 0.W 

Q E . O W =  1.- UGL 
QEOSDDEV= 1.- U G L  
GEOh4I3UCL= lBEW76248XW U G L  

S"IR0 AND WIUC (IOODNESSOF-m - LOGNORMAL DiSRUBWON 
LOONORM S A T  = 

TESSTAT= 0.920 
DLQXIBWTON IS NOT LOONORMAL - LOGNORMAL. STAT < TEX STAT 

MEDIAN= 1.- U G L  QUALIFER=U 
MEDIANUCL= I-UGL 

TOTALIDATA= 24 

#NONDEIECCSI a6 
ID-= 0 

DEIYXTmsQ= 0.00% 

X N O N D ~  > 2xNONDJ3"MlMMuM = 0 
TOTAL I STATISACAL DATA = 24 

cflE?acAL= BE"E 

MAXDEl'E?X= 3.ommKxwx)UGL 
MIND== 3.0000000000 U G L  
MAXNO-= M).Mamom) U G L  
MI"ONDEF= O.rmmomX, U G L  
! i T D N O m =  5.- U G L  

MEAN= 4.1Fi63874346 U G L  

u C L =  4.45059282335965 UGL 
STDDEV- 1.862951~~~~96 van 

D'AGOSTINOS OOODNESSOF-m TESC -NORMAL MslllIBvlloN 
LOGNORM S A T  = 41.091167697WJ113 

DISTRIBWI" IS NOT NORMAL - NORMAL STAT NOT R7lWN STAT RANGE 
STAT-= -2.402- 1.463 

GEOMEAN= 2.- UGIL 
GEQSl'DDEV= 3383%%30436 U G L  
G M M E T V ~ =  3.3496g1537666m wn 

DAGOSllNWS GOODNESSOF-FTC TESI' - LOONORMAL DWRIBUITON 
IRGNORM Sl'AT -42.U28734- 

DISUUBWTON IS NOT LOGNORMAL - LOONORM STAT NOT LN STAT RANGE 
=ATRANGE= -2.a- 1.463 

MEDIAN- 5- UGlL QUALWIEU=U 
MEDIANucL= 5MamOmXXrTY)UGL 

TOTALIDATA= 223 
lDETEClS= 1 

XNONDEI'ECIS= 222 
DmEmm&Q= 0.43 I 

I N O N D ~ > 2 x N O ~ M l N l M U M =  32 
TOTAL I SAT%WICAJ.. DATA = - HoTsyoT ANALYSIS- 
NO HoTseols FOUND 
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MAXNONDET= 3 S . m  W L  
MINNONDm- 3.- W L  
~ N O N D E T =  3- van 

M E A N =  3JmrxmooWL 
S I D D E V =  0.0WUYJWW W L  
UCL= U G L  

DlSUFFlm NUMBER OF DATApowrs TO DETERMME DISI'IUBUlTON TYPE 

GEOMEAN= U O L  
GEOSPDDEV= 1.- W L  
QEDWXUCL- 5.4600000maXXaUGL 

MEDIAN= 1.7XlOWBCQ WlL QUALIFW=U. 
MEDIAN UCL = NOT COMFVl'ED - UWlFF im DATA 

TOTALIDATA- 2 
XDETECPSI  0 

#NONDEIECIS= 2 
DETEcrFREQ - 0.00 % 

I NONDETECPS > Z NONDETEcr MINlMuM = 
TOTAL X STATlSllCAL DATA = 

1 
1 

CHFMJCAL = BENZENE, 1,2,6-- 

MAXDETEcr=  0.IpamMo UGR 
M I N m =  0.laMMomo UGR. 
MAXNONDETI 5mmaaaoO Wfi 
MINNONDFX E 0.1- W L  
SfDNONDET = 0.1- U G L  

MEAN = 0.1- W L  
S I D D M =  0.003428396515 W L  

UCL = o . i o i n m a  UGL 
S"IR0 AND WlLK OOODNESSOF-FIT TEST - NORMAL DLWIUBVIION 
NORMAL STAT = 0.1781p965oOoMY 

=STAT= 0.931 
DlSTRlBVIION IS NOT NORMAL - NORMAL STAT < TEPT STAT 

GEOMEAN= 0.10055UI18604 W L  
QEOSIDDEV= l.Cr317C101P038 W L  
GEOMETUCL= 0.45- W L  

S"IR0 AND WILK OOODNESSOF-FIT TEST - LOGNORMAL DISI'IUBWl'ION 
LOONORM STAT - 0.1781XM5CW4751 

DlSl'RlBVIION IS NOT JBGNORMAL - LOGNORMAL. STAT < TEST STAT 
TESTSTAT= 0.931 

MEDIAN= 0.lWOOOOWO U G L  QUALIFIER-U 
MEDIANucL= 0.1- W L  

TOTALXDATA - 34 
#DETECTS= 1 

XNONDITEJXS - 33 
m m =  2.94% 

INONDETECPS > ZNONDETEcrMINIMUM = 1 
TOTAL X STATISTICAL DATA = 33 

HOTSFQT ANALYSIS - 
NO HOTSPOTS FOUND 



CHEMICAL = BPIZENE, 1.3.5-TRIMFnm 

MAXNONDEI' = J.- UQL 
MJNNONDm s= 0.1- UGL 
SDNONDEI' e 0.1- UG/L 

MEAN= 0.1- uon 
Sl 'DDEV= 0.- U Q 5  
UCL= 0.1- UQIL 

SHAPlRO AND WILK OOODNESS-OF~  TEST -NORMAL DM'RIBvI1ON 
NORMALSFAT = 

TESI'STAT- 0.931 
DM'RIBUI'ION 1s NOT NORMAL -NORMAL STAT < TEST STAT 

aEOMEAN= 0.1- UGL 
G E O S I B D E V -  1.- UGlL 
QFK)METUCL= 0.4411-17 UGL 

SHAPECO AND WILK OOODNESSOF-m 
LOONORM STAT = 

- LOONORMAL DISlTUBUlTON 

TESTSTAT= 0.931 
D l S l ' l U B W N  IS NOT LOONORMAL - LOONORMAL STAT C TEST STAT 

MEDIAN= 0.1- UGL QUALWIER=U 
MEDuNuCL= 0.30000000000000 UGn 

TOTALbDATA = 34 
#DETECTS= 0 

#NONDETECTS= 34 
DEIWXFREQ= 0.00 % 

INONDEIWXS > ZXNONDETECTMMIMUM = 1 
TOTAL a S T A ~ C A L  DATA = 33 

CHRb4lCAL = BENZO(a)AWHFWCENE 

MAXNONDEI' = 12.- U Q L  
MINNONDEI' = 10.- UGL 
Sl'DNONDm = 10.- UGL 

MEAN = 10.1333333333 UGL 
~ D E V =  0 . 4 w ~ i m  van 
UCL = 10.31185798661805 UGtL 

NORMAL STAT = 0.277560021QBsx13 
SHAPlRO AND WILK GOODNESSOF-m TEST - NORMAL DM'RIBWION 

TESTSl'AT' 0.927 
DISl'RIBUlTON IS NOT NORMAL - NORMAL STAT < TEST STAT 

OWMEAN- 10.122289398748 uon 
oEOmDEV= 1.0465m133(n U G L  
GEOMGTUCL= 10.4!36784996558(1 W L  

SHAPlRO AND WILK OOODNESSOFm TEST - LOONORMAL DISlTUBUI'ION 
LOONORM SI'AT = 0.~5600214279801 

DlSTRDUClON 1s NOT LOGNORMAL - LOONORMAL. SPAT C T!3W .STAT 
T E S T S A T -  0.927 

MEDIAN= 10.- UOL QUALIFIER=U 
MEDUNUCL= 10.- UQL 

TOTALlDATA = 30 
#DETECTS* 0 

# N O N D E I " S s  30 
DETECTFREQ = 0.00 % 

# NONDETECTS > 2% NONDETECT MMIMUM 0 
TOTAL a STATETICAL DATA = 30 



MAXNONDEI'= luWaMmoD0 UGL 
MI"0NDm = 10.- UGL 
sII)NONDFT = 10.- UGL 

MEAN = 10.1333333333 UGL 
mDEvz 0.498887651510 

uCL= 1 0 . 3 1 1 ~  won 
W R O  AND WIIX 0ooDNESM)Fm TEST -NORMAL DlSl'RlBUI'ION 
NORMAL STAT = 03nssunlnSsFm 

=STAT = 0.927 
DlsIlllBUI'ION IS NOT NORMAL - NORMAL STAT C = STAT 

GEOMEAN= 10.1Za8939g148 U G L  
GEOSI'DDEV= 1.016529013302 U G L  
GEOMETUCL= 10.4961849%55841 UGL 

SHAPRO AND WIIX 0ooDNESSOF-FlT TEST -LOGNORMAL DM'RIBUTION 
LOGNORM STAT = O.~S1?CU2142711Bol 

=STAT= 0.927 
DISTRIBVIIOIY 1s NOT LOONORMAL - LOONORMAL STAT C TEST STAT 

MEDIAN= 10.- U G L  Q U A U F W = U  
MEDIANuCL= 10.- WIL 

TOTALlDATA = 30 
X D E I 9 3 X S I  0 

INONDEIWTS= 30 
DETECTFREQ= 0 8 0 %  

I NONDEIWTS > 2 NONDETECT MMIMUM = 
TOTAL I STATETICAL DATA = 

0 
30 

CHFMlCAL= BENZW.)FLUOR"E 

MAXNONDm= 12oaMamu) UGL 
MMNONDm = 10.00aXaM00 UGL 
m N 0 N D E T  = 10.- UGIL 

MEAN = 10.1333333333 UGL 
mDEV= 0.498881651m van 

UCL = 103118571186618M U G L  
SIIAPIRO AND WUX OOODNESSOF-FTl' = - NORMAL DlSl'RlBUI'ION 
NORMAL STAT = 0.2?75KO214285703 

DISTRIBUI'ION IS NOT NORMAL - NORMAL STAT < TlW STAT 
=STAT= 0.927 

QEOMEAN = 10.1P2%93981sB U G L  
QEOSTDDEV= 1.016529013302 U G L  
GEOMETUCL= 10.4-1 U G L  

SlUpIRO AND WIIX OOODNESSOF-FlT TEST - LOGNORMAL D ~ U T I O N  
LOGNORM STAT = 03n5KO214279801 

DlsIlllBUTION B NOT LOONORMAL - LOONORMAL STAT C TEST STAT 
TESTSTAT = 0.927 

MEDIAN= 10.- UGL Q U A U F W = U  
MEDIANuCL= 10.- UGIL 

TOTALIDATA= 30 
I D E I 9 3 X S -  0 

UNONDEI93XS= 30 
DEWJTFREQ= o x l o %  

INONDETECTS>2xNONDElEtXMINIMUM= 0 
TOTAL I STATlsIlcAL DATA = 30 



CHEMICAL= BENzoopERYLENE 

MAXNONDET- 1- UGiL 
M I " o N D E r =  10.- UGn 
sIz)NONDR'= 10.- UGL 

MEAN = 10.1333333333 UGn 
sIz)DEV= 0.4wBg1651Sx) WJL 
ucL= 10.311- van 

SHAPIRO AND WIJX aoODNEsr-oF-F?I' TEST -NORMAL D I S F R I B W N  
NORMALSTAT = 02775UJO21428S7m 

TFSTSTAT = 0.927 
DISTIUBWION IS NOT NORMAL - NORMAL STAT < TFST STAT 

GEOMEAN= 10.1Z22a9398148 UGIL 
GEOSTDDEV= 1.046S29013302 U G L  
GmmUCL= 10.49678499655841 UG/L 

SHAPlRO AND WIJX OOODWESSOF-F?I' TEST - LOONORMAL DISFRIBWION 
LOONORM STAT = 0277kW214219801 

=STAT= 0.W 
D K R U B W N  IS NOT IBGNORMAL - LOONORMAL STAT < TFST STAT 

MEDIAN= 10.OWBWOWJ U G L  QUALIFW=U 
MEDIANucL= 10.- uG/L 

TOTALXDATA= 30 
#DETECTS= 0 

XNONDl?l?xrS= 30 
DErEmFREQ= 0.00 I 

X N O N D m S  > 2r NONDEI'ECC MINlMUM = 
TOTAL X STATISTICAL DATA = 

0 
30 

cHEMlCAL= BENZO&WLUOUM"E 

MAXNONDET - 12.- U G L  
MINNONDET = lO.OmOWWW UGL 
Sl'DNONDET= 10.- U G L  

MEAN = 10.1333333333 W3n 
STDDMS 0.498887651510 UGL 
UCL E 10.3118519866)805 UGn 

SHAPIRO AND WlLK GOODNESSOF-FIT TEST - NORMAL DISIXJBmON 
NORMALSTAT = 0277kW214285103 

TFSTSTAT= 0.927 
DISTIUBWION IS NOT NORMAL - NORMAL STAT < TEST STAT 

GEOMEAN = 10.12Ps919g148 UGL 
GEOsIz)DEV= 1.046529013302 U G L  
GEOMFTUCL= 30.49618499655841 U G L  

U r n 0  AND wIu( ooODNEssoF-FIT TFST - LOONORMAL DLSIWBWION 
LOONORM STAT = 0.2?7kW214279801 

DISTRIBWION IS NOT LOONORMAL - LOGNORMAL STAT < 
=STAT= 0.927 

STAT 

MEDIAN= 10.- wn QUALIFW=U 
MEDIANucL= lO.oaaammm0 UGL 

TOTALXDATA= 30 
X D E l B T S =  0 

XNoNDErEcm= XI 
D m F R E Q =  0.00 % 

INONDEECIS > 2rNONDEX"MMIKuM = 0 
TOTAL X STATISI'ICAL DATA .C 30 



QIQlIlcAL = BENZOIC ACID 0 
MAXDFTEcT= I4.ammxaO W5 
MINDEIECT= 14.- W& 
MAXNONDET- 58.OW@XOCO W 5  
MINNONDET= 50- W5 
mNONDEr= 50Maoamm W5 

MEAN= 48.666&wMl w5 
m D E V =  7.936253964190 W 5  
ucL= 5206105855569425 W5 

NORMAL STAT = 03155364672177425 
-0 AND wILJ( O O O D m F m  TEST -NORMAL DlSlWBVlTON 

TESTSTAT= 0.908 
m V l T O N  IS NOT NORMAL -NORMU. STAT < TlX' STAT 

G E O M E A N t  47.392937114984 U G 5  
GEOSI'DDEV= 131S606%231 W 5  
GEOMETUCL= 4 7 . 9 5 5 1 * 1 0 1 ~  U G 5  

s u p I R O A N D w i L K o o O D ~ F ~ ~ - L O O N O R M A L M s l l l I B v I l O N  
LOGNORM STAT - 0275%1?SWlXW 

TESTSTATE 0.m 
m W I O N  1s NOT LOONORMAL - LOONORMAL STAT C TEST STAT 

MEDIAN= sO.OW@XOCO W 5  QUAURER-U 
MEl)lANucL= 50.- W5 

TOTALIDATA= 21 
IDETECPS= 1 

X N O N D E E C B =  a0 
DETE€TFREQ = 4.76 Z 

XNONDETECI'S > 2tNONLUTJETMMlMUM= 0 
TOTAL I STATISIICAL DATA 21 

HOTSWT ANALYSIS 
NO HOTSPOTS FOUND 

CHEMlCAL = BEUZYL AuxlHoL 

MAXNONDET- 12.OOWOmmO W L  
M I " O N D l X =  10- W 5  
Sl'DNONDlX = 10.- W5 

MEAN = 10.1379310345 W L  
m D W =  0.50619(#81265 Von 

UCL = 10.32238413(111906 W5 
!j"IRO AND w(LK O O O D N E S S O F - ~  TEST - NORMAL DlSl'RlBWION 
NORMAL STAT 0.282p81Mo92593m 

TESTSTAT = 0.926 
LNSWBUlWN I NOT NO- -NORMAL ISTAT C TEST ISTAT 

GJ30MEAN - 1O.la6u28um W5 
GEOSI'DDEV- 1.0172832818)2 W5 
G m M E T U C L =  lOJoTIoY)6489s7 W L  

S H A P i R O A N D ~ o o O ~ F ~ T E S T - L O O N O R b i A L D ~ ~ O N  
LOONORM STAT = 0.1829813SWZ52613 

DlSl'RlBWION 1s NOT LOONORMAL - LOONORMAL STAT C TEST S A T  
TESTSTAT = 0.926 

MEDUN= 10- W 5  QUALIFIER=U 
MEDIANUCL- 10.- W 5  

TOTALIDATA- 29 
IDETECI'S- 0 

I N O N D E " S =  29 
DETECTFFW- o m s  

I N O N D E E C B  > ZNONDEWX'MINIMUM - 0 
TOTAL I STATlSllcAL DATA = 29 



CHEMICAL= BIs(2cHLo ROETHO- 

MAXNONDm- 3000.- U G 5  
Ml"0NDm = 10.- U G 5  
STDNONDET - 10.- U G L  

MEAN = 10.1333333333 IJG5 
SlDDEv= 0.49ggg165157J U G 5  
UCL = 10.311W98667W U G 5  

lMAPlR0 AND WlLK OOOMuEssoF-m TEST - NORMAL DM'RIBlJllON 
NORMALSTAT.; 0.277WOZ142SSXI3 

TEsImAT = 0.927 
DISTRIBUIWN IS NCYI NORMAL - NORMAL STAT C TEsr STAT 

OEOMEAN= lO.lZW3!3&748 U G 5  
G E O s l p D E V ~  1.046529013302 U G L  
G E O m U C L =  10.4%78499655841 U G L  

W J R O  AND wIu( OOODNESSOF-F'fT TEST - IJXNORMAL DlSTRlBUI'ION 
LOGNORM STAT = 0277WOZ14219801 

TESTSTAT= 0.927 
D M ' R I B W N  IS NOT LOONORMAL - LOGNORMAL STAT C TEST SI'AT 

MEDIAN= 10.- IJGL QUALIFER=U 
MEDIANUCL- 10.- U G L  

TOTALIDATA= 32 
#DETECTS= 0 

INONDETECTS= 32 
DJ3lXTFllEQ = 0.00 % 

INONDETECTS > 2rNONDEElXMIMMUM = 2 
TOTAL I STATIStlCAL DATA = 30 

CHEMICAL. = B l S f X X L O R O E I ' H Y L ) ~  

MAXNONDm = 12.OmOKCWl U G L  
MINNONDm = 10.- U G 5  
SI'DNONDEF - 1O.OmOKCWl U G L  

MEAN = 10.1333333333 IJGL 
s l p D E V =  0.49@J871651570 U G L  

UCL = 10.311857%W%M U G 5  
s"IR0 AND WlLK OOODNESSOF-m TWl' - NORMAL DISIWBlJllON 
N O W  STAT = 0 3 7 1 5 6 0 0 2 1 4 ~  

D l S l W B W N  1s NOT NORMAL - NORMAL S A T  C "EST SIAT 
= S A T =  0.927 

GEOMEAN = 10.12228939B748 WllL 
GEOSlDDEV = 1.046529013Xl2 U G L  
GEOMETUCL= 10.4961849965584841 IJGL 

s H A p I R O A N D W I L K O O O D N E s s o F ~ T E S T - L o o N O R M A L ~ ~ N  
LOGNORM =AT = O.mWOZ14219801 

TEST'SI'AT- 0.927 
DlSlWBUIWN 1s NOT LOONORMAL -LOONORMAL STAT C TEST SI'AT 

MEMAN= lO.OmOKCWl IJGL QUALlFlER=U 
MEDIANUCL= 10.- I J G L  

TOTALIDATA = 30 
I D F I U J r s -  0 

#NONDETECTS= 30 
DJ3lXTFllEQ = 0.00 % 

INONDETECTS > BNONDEElXMMIMuM = 0 
TOTAL I STA"I1cAL DATA = 30 



CHEMICAL = B ~ R O l S O P R O F ' Y L ) ~  

MAXNONDEF= 5m.ooOmoWW UGL 
Ml"ONDEI'= SMOaODOmO UGL 
Sl'DNONDEF = lO.mmOmW, UGL 

MEAN = 9.9617419355 U G L  
Sl'DDEV= 1.U3lu9ymOo UQL 

0 

UCLE 1033076897876199 
SHAPIRO AND WIUC OOODNESSOF-m TEST - NORMAL DEIWBUI'ION 
NORMAL. STAT = 0-13108 

DLSRDUI'ION IS NOT NORMAL. - NORMAL. SWAT < TEST STAT 
TESTSTAT= 0.929 

QFDMEAN = 9.8PU90UOlll UGL 
QFDSl'DDEV = 1 . 1 4 1 ~ 2 1 X i  UGL 
QEOMEFUCL= 10.2964S2!34513449 W L  

SHAPRO AND WIUC OOODNESSOF-m TEST - LOGNORMAL DISIWBUIlON 
LOGNORM STAT - OJ18183216581zZx) 

DLWRIBUIlON 1s NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 
TESTSTAT= 0.929 

MEDIANS 10.- W L  Q U M S E R = U  
MEDIANuCL= 10- W L  

TOTALIDATA= 3'2 
#DCIZCTS- 0 

#NONDCIZCTS= 32 
DCIZCTFREQ 0.00 I 

#NONDCIZCTS>ZNONDCIZCTMINIMUM= 1 
TOTAL X STATlSnCAL DATA = 31 

CHEMICAL = B W % W P W T E  

MAXDCIZCTE 8.-WL 
MINDElWX= 2.- UGL 
MAXNONDEF - 12.OWlWXJO WIL 
MINNONDEF = 10.- UG&' 
Sl'DNONDEI' = l O . a m m m 0  W L  0 

MEAN- 9.8000000000 wn 

UCL= 10.36504815584616 UCiL 
W I R O  AND WlUC OG--WES4F-m TESr - NORMAL DLWRIBUI'ION 
NORMAL STAT = + 4 4 1 m u  

DLWRIBLTION 1s NOT FSRMAL - NORMAL STAT < TEST STAT 

~ D E V =  ~.mv.mnw uon 

TESTSTAT= e 

QFDMEAN = 9.S2)656N161 W L  
OFDSl'DDEV- 13449436752'76 UGL 
GFDMIXUCL* 10.03374758731m UGL 

SHAPIRO AND wIu( GQODNESSOF-m TEST - LOGNORMAL DLWRIBUI'ION 
LOGNORM STAT = 0.294~19545%8 

TESTSTAT= 0.W 
DISTWBUI'ION IS NOT LOGNORMAL - LOGNORMAL STAT TEW STAT 

MEDIAN= 10.- UGL QUALLFER=U 
MEDIANucL= 10.- W L  

TOTALUDATA- 30 
UDIXECTS= 2 

#NONDIXECTS= 28 
DETECTFREQ - 6.61 % 

#NO- > 2cNONDCIZCTMINlMWd = 0 
TOTAL U STATIsI1CAL DATA 30 - HoTspoT ANALYSB - 
NO HOTS#II'S FOUND 



m C A L =  B R 0 M O B E " E  

MAXNONDEI'= 350.mxrxraoO UGL 
MI"0NDET = 0.zammmO U G L  
Sl'DNONDEl'= O . a m m m 0 0  U G L  

MEAN= 0dWOOOOOOOwa 
SlVDEVP 0.mmoOOam UGR. 

UCL= 0.amOOmmam U G L  
SUPIRO AND wIu( O O O D m F m  TEST -NORMAL D m U l ' l O N  
NORMAL STAT = 

TESTSTAT- 0.931 
DlSP.IBlJIlON IS NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN= 0- VOn 
GEOSIDDEV= 1- U G L  
GEOhEl'UCL= 0.545411922056317 UG/L 

W I R O  AND wIu( OOODNESSOF-m TEST - LOONORMAL DWIWBWON 
LOONORM STAT = 

TESTSTAT = 0.931 
MSIWBWION IS NOT LOONORMAL - IBGNORMAL STAT C TFST STAT 

MEDIAN= O ~ X W X K I O  UGL QUALIRER=U 
MEDUNUCL- O-wL 

T(YTALIDATA= 36 
uDErE4Xs- 0 

#NO-= 36 
D m F R E Q =  OM) k 

#NO- > IXNONDEIECTMIMMUM = 3 
TOTAL I STATISIICAL DATA = 33 

MEAN= 0- UG/L 
STDDEV- o.amaaman, w/L 
ucL= OsMoOaKaamo WR. 

S"IR0 AND WIUC OOODNESSOF-m TEST - NORMAL DJSIWBWION 
NORMAL STAT = 

=STAT= 0.931 
DETlUEURON 1s NOT NORMAL - NORMAL SI'AT < TEST STAT 

GEOMEAN= 0- WR. 
QEOSTDDEV= 1.- WR. 
GEOWUCL= o.t~iis~~~317 won 

SWAPIRO AND wIu( W0DNJBSOF-m TEST - LOONORMAL D m U l l O N  
LWNORM STAT = .' 

T W S T A T  = 0.931 
DETlUEUllON IS NOT LWNORMAL - LOONORMAL STAT C TEST STAT 

MEDUN- 0- W L  QUALIFlER=U 
MEDIANuQ.= 0JwooMmmmvon 

TCTALtDATA= 34 
IDEI'ECIX= 0 

INONDEIU-TS- 34 
DErEmFRsq= o m  I 

INONDEIECIX > ~NONDETFLTMINIMUM 1 
TOTAL I STATlSlTCAL DATA = 33 



m C A L  - BROMODICHLOROMEIWME 

MAXNO-= 700.oWOOOaW W L  
M I " O N D E T =  0.- WIL 
Sl'DNONDET= 5- UQIL 

MEAN= 4.1%23318)6 WL 
Sl'DDEV= 1.89S&l17~ WIL 
UCL= 4.m-  win 

DAQOSTR4O'S O O O D N F S O F ~  TEST -NORMAL DLWRIBUI'ION 
LOONORM STAT = 4.46963674865210 

WATRANQE = -2.400 - 1.486 
DISTRIBUllON IS NOT NORMAL - NORMAL STAT NUT STAT RANQE 

QU)MEAN= !U39594145367 UQL 
Q E O S P D D E V =  3.4fdIS3051369 UGL 
QEOMEI'UCL= 3328330323S25W W L  

WAOOSTMO'S O O O D N E S S O F ~  TEST - LOONORMAL m U I ' I O N  
LOONORM STAT = -41.601747811307 

WATRANQE = -2.400 - 1.486 
DISIWBUI'ION IS NOT LOQNORMAL - LOONORM STAT NUT M STAT RANGE 

MEDIAN= S.OOWWOOm UQL QUALlFlER=U 
MEDlANucL= 5.- W L  

T O T A L I D A T A =  Pg 
X D E E C T S =  0 

a ~ o m m s =  m 
DETECT-= 0.m % 

Y NONDEl'ECTS > Ih NONDEI'ECT MINIMUM = 32 
TOTAL a STAT~~I~CAL DATA = 193 

CHEMICM. = BROMOFORM 

MAXNO-= 700.oWOOOaW W/T. 
M I N N O N D ~  = O . l l m m m ,  UQL 
S l ' D N O N D m =  5- UQL 

MEAN = 4.1711891892 UQL 
mDEV= 1.746807649459 W L  

UCL = 44-19 UGL 
D'AOOSTMO'S OOODNESOF4Vr TEST - NORMAL D L W R I B ~ O N  
LOONORM STAT = 4X%3P6p107949 

DlSllUBUllON IS NOT NORMAL - NORMAL STAT NOT WlIlW STAT RANGE 
STATRANGE= -2.409- 1.474 

QEOMEAN= 3255769676199 UQL 
Q E O S T D D E V =  ZcIBW21On68 UQL 
GEOMEI'UCL = 3.61286066539126 W L  

DAQOtTINO'S OOODNESSOF-FtT TEST - LOONORMAL DLWRIBUI'ION 
LOONORM STAT = -1).18218)(n6088 

DISIWBUIION 1s NOT LOONORMAL - LOONORM STAT NOT M STAT RANQE 
STATRANQE = -2.49 - 1.474 

MEDIAN- 5- W L  QUAUFW=U 
MEDUNUCL= 5.- UGL 

TOTAL I DATA = 219 
I D E l W l ' S =  0 

a~omErF.crs = 219 
D E E C T F R E Q =  0 3 0 %  

I N O N D E E C T S  > !kNONDEECTMIMMuM = 34 
TOTAL Y STATlsIlCAL DATA = 185 



CHEMICAL= BROM- 

MAXNONDEI' = Im.ooOOOWW UGL 
MMNONDET= 0.- UGfL 
Sl'DNONDEI' - 10.- UGL 

W= 835139784% UGL 

UCL= 8.85239SW87U UGL 
~ ~ D D E V =  3.488372316598 w3h 

D'AGOSIMO'S OOODNESSOF-rnr TEST - NORMAL DlSlWBVIION 
LOGNORM STAT = 4051641o6096/610 

DlSlWBVIION IS NOT NORMAL - NORMAL STAT NOT WI" STAT RANGE 
STATRANGES 3.408 - 1.476 

Q E O W S  6528581Y)93y) U G L  
GEO SIP DEV = 24XS8419372l UGfL 
GEOMETUCL = 6.88388258141817 UGR. 

D'AOOSPMO'S OOODNESSOF-m TEST - LOGNORMAL DlSlWBVIION 
LOGNORM STAT = 4.456525433125 

DISPRIBVIION IS NOT LOGNORMAL - LOONORM STAT NOT IN STAT RANGE 
STATRANGE -2.408 - 1.4l6 

MEDIAN= lO.OfJWmWW UGR, QUAUFIER=U 
MEDUNuCL= 10.- UGn 

TOTALXDATA - m 
ID€TBXS- 0 

XNONDEECl%= zx) 

DErEcrFREQ= OM) % 

a N O N D ~ S  > a N O N D ~  MINIMUM = SI 
TOTAL 1 STA"ICAL DATA = 186 

w- 

CHDVllCAL = BUNL B p l z n  PHIWALATE 

MAXNONDFI'= 12WoOOmOO UGR. 
MMNONDEI' = 10.- WL 
SPDNONDEI' = 10.- UGL 

MEAN = i 10.1333333333 UGL 
m D M =  0.498881651570 UGIL 

UCL = 10.3118s1986618)5 UGL 
W I R O  AND wIIl( O O O D N E S O F ~  TEsr -NORMAL DISlXKBVIION 
NORMAL STAT = o . m x m 2 i 4 m  

TESTSTAT - 0.W 
D-VIION IS NOT NORMAL - NORMAL STAT < TEST STAT 

GEOMEAN- 10.122289398748 UGL 
GEO SIP DEV = 1.04652W13302 UGn 
G E O m U C L S  10.4967849%55841 UGL 

W I R O  A N D W U K O O O D ~ F - F I C T E S T - L O G N O R M A L D ~ U S W N  
LOGNORM SFAT = o . m 6 0 ( 3 2 1 4 m i  

TESTSTAT- 0.921 
Dl!3lWBUI'ION IS NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 

MEDUN= lO.aOOW000 UGL QUALIFIER=U 
MEDUNUCL= 10.- UGL 

TOTALIDATA- 30 
I D E I X T S -  0 

a ~ o m m s =  M 
DEIXTFREQ = 0.00 % 

INONDEECl% > ' k N O N D E T E f 3 ~  0 
TOTAL I STA"ICAL DATA = 30 



-CAL - CARBON DISULFIDE 0 
bUiXDElWX= 8mm000000UGL 
MIND== 8.WOOWWOO UGL 
MAXNONDm = loo.ammm0 U G L  
bfI"0NDFT = 5.OWOWKUl U G L  
SlTINONDETm 5.OtUOWWW UGL 

MEAN = 5.00191082803 UGL 
STDDEV= 0- UGL 
UCL= 5.M6441044UB52 UGL 

D'AOOSTINO'S GOODNESSOF-m TEST - NORMAL DlSlWBWON 
LOGNORM STAT -10125SW6W978 

STATRANGE -2.443 - 1.433 
DLWRIBWON 1s NOT NORMAL - NORMAL STAT NOT R"E4 STAT RANGE 

GEOMEAN = 5.014990695728 UGL 
GEOSI'DDEV= 1 ~ 5 0 1 m  UGiL 
GEOMJ3 UCL - 5.17737529191197 UGL 

D'AGOSIWO'S G00DNESSOF-m TEST - LOONORMAL DLWRIBUllON 
LOONORM STAT = -101355069468611 

DLWRIBUllON 1s NOT LOGNORMAL - LOGNORM STAT NOT IN STAT RANGE 
STATRANGE- -2,443 - 1.433 

MEDIAN= 5.OXWOWXI UGL QUALIFIDI=U 
MEDlANuCL= 5.- UGL 

TOTALIDATA = 189 
#DETECTS= 1 

UNONDEEXTS= I88 
DElWXFREQ= 053 % 

INONDJlTEClS > ZNONDEl'EJXMlNlMUM 32 
TOTAL I S T A m C A L  DATA = 157 - n m   ANAL^ - 
NO HOTSPOTS FOUND 

CHFMlCAL = CARBON T J X R A U I R I D E  

M A X D m =  4soo.ammm0 UGL 
MINDEl'EKT- 0.lOOmmm UGL 
MAXNONDm= 'Im.ammm0 UGL 
M I " O N D E F =  OZKIOWXW U G L  
m"DEI= 5.mmmxf UGL 

MEAN= 189.03Ym669L U G L  

UCL= 290.16442333122080 UGL 

0 

~ D E V =  144.- wn 

DAGOSIWO'S OOODNESSOF-FT TE.W - NORMAL DWRIWTION 
LOONORM STAT = -7859961419673995 

DLWRIBVIION 1s NOT NORMAL - NORMAL STAT NOT WIl" STAT RANGE 
STATRANGE= -2.386- l S 2  

OMMEAN- 5.450136062713 UGL 
GEOSII)DEV= 836215372925S UGL 
G E Q m U C L =  659a069M318gll U G L  

DAGOSIWO'S GOODNES4F-FTl' - LOONORMAL DlSTRIBvllON 
LOGNORM STAT = - ) 0 3 0 1 9 7 ~ 1 4 8  

DWIWBUllON 1s NOT LOONORMAL - LOGNORM STAT NOT IN STAT RANGE 
STATRANGE= -2.386- 1S?, 

MEDIAN= 5.0000000000 U G L  Q U A U F W = U  
MEDIANUCL= 5.- U G L  

TOTALIDATA = Pg 

INONDERXTS = 186 
DElWXFREQ= 1133 % 

I NONDERXTS > Z NONDETECI' MINIMUM 
TOTALISTATISIICALDATA= Pg 

ammm- 39 

19 

- n m  ANALYS~S - 
LOCATION~1074 RESULT= aMo.WOOWWOO UGL QUAL= 
LOCATION .C 1074 RESULT zMo.ayaoom)o UGL QUAL= E 

LOCATION = 1074 RESULT m.WOOWWOO U G L  QUAL= 
LOCATION=1074 RESULT= 3lWJBKmWOO U G L  Q U A L I D  

LOCATION= 1074 RESULT= m.0000000000 Van QUAL= D 



LOCATION=1074 RESULT= 3100.0000000000 UGL Q U A L L E  
LOCATION=1074 RESULT= 34LlD.0000000000 UGL QUAL- 
LOCATION-1074 RESULT= 3300.0000000000 U G L  QUAL* 
LOCATION=1074 RESULT= 3800.0000000000 UGL QUAL= 
LOCATION=1074 RESULT= 420.0000000000 U G L  QUAL= 
LOCATION=1074 RESULT= uoO.Ua00000m U G L  QUAL- 
#HOTSPOTS= 1 1  



CHhlICAL = CHLOROBENZENE a - 
MAXNONDETo 700.- Ucin 
MINNONDET .5 0.1OOOOMar) U G 5  
Sl'DNONDm = 5.oMaxmoO U G 5  

MEAN = 4.1323437XN U G 5  
S l D D E V =  lslDll000a330 U G 5  

U c L =  4 3 9 6 9 1 ~ 1 0 %  Mi5 
DAGOSIWWS O O O D N E S O F ~  TESX - NORMALDlSlWBUIlON 
LOGNORM STAT .i U15370842530%2 

STATRANGE= -2.01 - 1.484 
DWMBVIlON IS NOT NORMAL - NORMAL STAT NOT wlp" STAT RANGE 

GEOMEAN= -4008 U G 5  
GEOSlTJDEW = 4.442392016119 U G L  
GEOhUT UCL = 3.13131ZJD354431 W 5  

DAGQSTlNWS OOODNESPOF-FTI' TESX -LOGNORMAL DlSlWBWlON 
LOGNORM STAT Ul4250753XW 

DBTRIBUIlON IS NOT LOGNORMAL - LOGNORM STAT NOT lN STAT RANGE 
S T A T M E  = -2.401 - 1.484 

MEDIAN= 5.- U G 5  Q U A L l F w * U  
MEDIANucL= 5.- W 5  

TOFALIDATAM 27.5 
ID-= 0 

#NONDEIWXS= 27.5 
DETEcrFREQ- 0.00 % 

INONDEiIXTS > ? x N O " l W T M l N l M U M  = 33 
TOTAL # STATISTICAL DATA = 192 

CHEMICAL= CHLOROEInANE 

MAXNONDET.5 1400.- W5 
MINNONDET= O.lammOa, W 5  
SI'DNONDET = 10.- W 5  

MEAN= 83085263158 U G 5  
Sl 'DDEV= 3.6SuplWZX% W 5  

U c L I  8.m-  U G 5  

a 
D'AGOSIWO'S OOODNESS-OF-FTI' TEST - NORMAL DWIWBIA'ION 
LOGNORM STAT = 4l.OS347625254117 

S T A T M E  = - 2 . a -  1.481 
DlSTRIBWlON IS NOT NORMAL - NORMAL STAT NOT WIl'" STAT RANGE 

GEOMEAN - 5.8121766pm U G 5  
G E D S l p D E V -  3.219923XWZ3 UGA. ' 

O E O m U c L =  6.-1 W& 
D'AGOSIWO'S GOODNESS-OF-FIl' TEST - LOGNORMAL D-IA'ION 
LOGNORM STAT = 41505186660746 

DlSTRIBUIlON 1s NOT LOGNORMAL - LOGNORM STAT NOT lN STAT RANGE 
STATRANGE - - 2 . a  - 1.481 

MEDIAN= 10.- U G 5  QUAUFIER=U 
MEDIANucL= 10.- W 5  

TOTALIDATA - 223 
I D E l E f X S p  0 

X ~ N D E r E C r S =  223 
D E " F R E Q =  0.00 % 

#NO- > 2xNONDEl'J33MlNMUM 33 
TOTAL I STATISI'ICAL DATA = 190 



CHEMICAL= QiLOROFORM 

H A x D E l W X =  170.ammmO U G 5  
MIND- = 0 . 1 1 ~  U G 5  
MAXNO-= 700.- U G 5  
MI"0NDn = 0.1oa)lxmoo U G 5  
mNoNDEr= 5- U G 5  

MEAN= 1 o s m m 3 8 1  U G 5  
S l D D E V =  24.626W633UrZ U G 5  
UCL = 13.71WSTtWS3 U G 5  

WAGOSIWWS G O O D N E S O F m  TE3T - NORMALDlspRIBvIlON 
LOGNORM S A T  = -10113619542177016 

STATRANGE= -2382- 1.506 
DESlWBUIlON IS NUT NORMAL - NORMAL STAT NOT WIl'" STAT RANGE 

GEOMEAN= 3.381455344785 U G 5  
GEOSII)DEV= 4 .993nw554~  u ~ 5  
GJBMEl'UCL= 4.M681oua)9189 Van 

D'AGOSIWO'S O O O D N E S S O F ~  TESI' - LOGNORMAL L WON 
LOONORM $TAT -25.8@41222)331 

MspRIBvIlON IS NOT LOGNORMAL - LQGNORM =AT NOT IN STAT RANGE 
STATRANGEX -2382- 1.506 

MEDIAN= 5.- U G 5  QUAIJFJER=U 
uEDIANUCL= 5.- U G 5  

TOTALIDATA= n5 

# " D E T E C T S =  186 
DElEiXFREQ = 1733 % 

INONDFPECTS > 2rNONDElECTMlNJMUM = 15 
TUl'AL I tXAT&TICAL DATA = 

"HoTsPoTANALYSlS- 
NO HOTSPOTS FOUND 

#-E 9 

210 

alEWcAL= cwulROMFpHANE 

MAXNONDm= 14WmMmmm UOn 
MI"0NDm = 0.1- U G 5  
spDNONDEl'= 10.- U G 5  

MEAN= 83S7083333 Van 
sFDDEV= 3.694615304.WZ U G 5  
UCL= 8.880)14682181% U G 5  

WAGOSIWWS GOODNESSOF-m TET - NORMAL D-UI'ION 
LOGNORM STAT = 41LWWW267519 

DISIIUBVPKIN IS NOT NORMAL - NORMAL =AT NOT WIlWN STAT RANGE 
S T A T T E =  -2.W - 1.484 

GU)MULN= 5- U G 5  
GEOSPDDEV= 3.188433108930 U G 5  
m U C L =  63BWW872130UG5 

D'AGOSl'WWS G O O D m F m  - LOGNORMAL DLWRIBUTION 
LOGNORM STAT = -4l.?M7J97ZllSZ 

DISTRIBUTION IS NOT LOGNORMAL - LQGNORM STAT NOT IN =AT RANGE 
STATRANGE= -2.Y)l - 1.484 

MEDIAN= 10.OOOWmWO U G 5  QUALIFW=U 
MEDIANucL= I O . O m m m m m ,  w5 

m A L I D A T A =  2?5 
IDElTCrsI 0 

#NO-= n5 
DErECrFREQ- 0.00 % 

INONDFPECTS > ZxNONDElWXMlNlMUM = 33 
TUTAL I STATISTICAL DATA = 192 



CHEMICAL = CHLOROhfElWYL MEI'HYLETHER 

MAXNoNDm= lUa0.- I J G L  
M l " O N D E T =  700.- IJGL 
mNoNDET= 700.- IJGL 

MEAN= mOMm00m00IJG5 
STDDEV= 0.- U G L  
ucL= 700.- w5 

MSUFFICIENT NUMBER OF DATAPOINIX TO DEITRMME DlSlWBUI'ION TYPE 

GEOMULN= 700.- U G 5  
GEOSTDDEV= 1.- IJG5 
GEOMETUCL= 70L-1 U G 5  

MEDIAN= 35O.oQaax; U G 5  Q U . U 5 l E R = U  
MEDIAN UCL = NOT COMPVTLS - INSUFFICIENT DATA 

TOTALIDATA = 2 
IDFI'ECTS= 0 

#NONDElWXS= 2 
DElWXFREQ = 0.00 % 

# N O N D ~ > 2 c N O N D E I W X M M l M u M =  1 
TOTAL I STATMTCAL DATA = 1 

CHm1cAL= CHRYSENE 

W N O N D m =  IZOMomQm W 5  
MINNONDET = lO.OmOaWOO I J G L  
STDNONDET = 10.- U G L  

MEAN = 10.1333333333 U G L  
STDDEV = 0.498881651510 U G L  

U C L =  10.311857986618M U G L  

NORMAL STAT = 02l75sYXE1428J703 

DlSlTUBUI'ION 1s NOT NORMAL -NORMAL STAT < TEST STAT 

SHAPJRO AND wIu( ooODNEssoF-FFIT TEST - NORMAL DlsIlllBvIlON 

TESTSTAT= 0.927 

OMMEAN= 10.1ptB939g148 U G L  
GEO SlD DEV = 1.046529013302 U G L  
GEOMETUCL= 10.4967849XS841 UGR 

0 
SHAPJRO AND WIlX ooODNEssoF-m TEST -LOGNORMAL DlSlWBUIYON 
LOONORM STAT = O.ms6ani4zl4Bol 

DISRIBLTION 1s NOT LOONORMAL - LOONORMAL STAT < 
TESTSFAT = 0.927 

STAT 

MEDIAN= lO.maam00 IJGL QUALlFJER-U 
MEDIANuCL= l O M M o o ( K )  W L  

TOTALIDATA6 30 
I D E l W X S =  0 

INONDElWXS= 30 
DFI'ECTFREP = 0.00 I 

# N O N D E l W X S > & N O N D F I ' E C T m -  0 
TOTAL I S T A m C A L  DATA = 30 



QlEMlchL= CUMplE 

MAXNONDET = 10.OmXOOOm UGL 
Ml"ONDET= 0- UGL 
m N O N D G T =  0- UGL 

MEAN= 0- UGL 
mDEv= OMamaaoDoOuGL 

u c L =  0- UGL 
SHAF'IRO AND WlLK OOODNESS-OF~ TEST - NORMU. DISITUBVIION 
NORMAL STAT = 

TESTSTAT= 0.931 
DLWRlBUl'lON E NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN= 0- U G L  
G E O m D E V r  1.- U G L  
GEOMJTUCL= 0.54119pos6n17 UGL 

SHAPIRO AND WILIE OOODNESSOF-m W - LOGNORMAL DKTRIBVIION 
LOONORM STAT = 

TESTSTAT = 0.931 
DERRIEUl'lON E4 NOT LOGNORMAL - LDGNORMAL STAT C TEST STAT 

MEMAN= O . " M  UGL QUALIFIER=U 
MEDIANUCL- wn 

TOTALIDATA= 34 
XDEI'JXTS= 0 

I N O N D E E C I S =  34 
DEELTFIEQ = 0.W % 

XNONDEI'JXTS > !kNONDJiTEfXMINlMUM = 1 
TVTAL I STATIWICAL DATA = 33 

QIEMIcAL DI-BU'IYL PHRULATE 

MAXDETBX= 2.- UGL 
MINDETECTr ZomoomXa UGL 
M A X N O m =  12mXMoma Van, 
MI"0NDGT = lO.ammmX, UGL 
~ N O N D J D  = 10.- uon 

MEAN= 9.0666666661 W L  
m m =  2815828277592uGL 
UCL = 1 0 . 0 7 4 2 9 7 8 7 4 ~  W5 

S"R0 AND wIu( OOODNESSOF-FIC TEST - NORMAL DISAUBUl'lON 
N O M A L  STAT = O J o M 3 1 5 4 1 ~  

TESTSTAT= 0.927 
DERRIEUl'lON E NOT NORMAL - NORMAL STAT C =STAT 

GEOMEAN- 8 . 3 ~ 5 3 2 0 0  U G L  
G E O m D E V =  1.739715395561 UGL 
GEOMJTUCL= 8.18992884061248 UGL 

SiiAPRO AND WIU: OOODNESSOF-m TEST - LOGNORMU. DlSl'lUBVIION 
UKiNORM WAT = 0.4SO52E825~1555 

TESTSTAT - 0 . m  
DBTRIBvI1ON E NOT LOGNORMAL - LoaNORMAL STAT C TEST STAT 

MEMAN= 10.- UGL QUAUFIER=U 
MEDIANUCL= 10.- UGL 

TOTALIDATA= 30 
I D E l W X S -  4 

INONDEWXS= 26 
DEZ"FRt iQ= 13.33 I 

INONDEWXS > 2rNONDEIWTMMIMuM = 0 
TOTAL 1 STA- DATA = - HoTspoT ANALYSIS - 
NO HOTSPOlS FOUND 

30 



CHEMICAL = D I . d x n n  P " A L A T E  0 
MAXNOND!ZI'= 12- UGL 
MNNONDET = 10.amooaxw) UGL 
SI'DNONDET = l O . m m m O a ,  UGL 

MEAN = 10.1333333333 IJGL 
SI'DDEV= 0.498887651slo U G L  

UCL = 103118s198667805 U G L  
SHAw(0 AND WIUC OOODNEssoF-m TEST -NORMAL DLWRIBUITON 
NORMAL STAT = 0.277sBxnl42BsIM 

TESTSTAT = 0.927 
m U I T O N  1s NOT NORMAL - NORMAL STAT C TEST STAT 

O W M E A N =  10.13289398748 UGL 
GEOSTDDEV- 1.W652W13302 UGL 
G J 3 3 m U C L =  10.49678499655841 U G L  

!3"lRO AND WC-I: OOODNEssoF-FTT TEST -LOGNORMAL DISTWBUI'ION 
' LOGNORM STAT * 0.277sBxn14219803 

TESTSTAT= 0.927 
DlSl'RlBUITON 1s NOT LOGNORMAL - LOGNORMAL. STAT < TJX' STAT 

MEDIAN= I O m m m a X ,  UGL Q U A L l F W r U  
MEDlANuCL= 10.- W L  

TOTALIDATA= 30 
IDEl'E€TS= 0 

#NONDETE€TS= 30 
D-FREQ = 0.00 % 

# NONDETE€TS > 2r NONDEl'E€T MINIMUM .E 0 
TOTAL # STATISIICAL DATA = 30 

m C A L  D l B E N Z W Q 9 ~ C E N E  

MAXNONDET 12amooaxw) U G L  
MINNONDET = 10.- U G L  
SI'DNONDET = 10.0000000000 U G L  

MEAN = 10.1333333333 U G L  
sII)DEV= 0.4988Sl651570 U G L  
UCL = 10.331899&WW5 U G L  

W I R O  AND WILK GOODNESSOF-FT!' TEST - NORMAL m U I T O N  
NORMAL STAT - 0.277sBxn142BsIM 

DKIWBUITON IS NOT NORMAL -NORMAL STAT C TEST STAT 
TESTSTAT = 0.927 

GFDMEAN = IO.lZ2W39S748 U G L  
GFDsII)DEV= I.OvJ29013302 U G L  
GEOMETUCL= 1 0 4 ~ 9 % 5 S 8 4 1  WL 

W I R O  AND WILK OOODNESSOF-FT!' TEST - LOGNORMAL DISTWBUITON 
LOONORM STAT = 0.277~14219801 

DKIWBWON 1s NOT W N O R M A L  -LOGNORMAL STAT C TEST STAT 
T I W S T A T =  0.927 

MEDIAN= lO.mmmm0 UGL QUAUFIW=U 
5 +ANUCL= 10.- U G L  

TOTALIDATA = 30 
#DEnxrs= 0 

#NONDEIWXS= 30 
DETECT- = OM) % 

I N O N D E T E € T S > I h N O N D ~ M I N I M U M ~  0 
TOTAL. I STATISICAL DATA = 30 



CHEMICAL= DIEENZOFURAN 

MAXNO- = 12.- UGiL 
MINNONDET = lO.mmmm0 UG/L 
S l ' D N O m  = 10.- U G L  

MEAN 6 10.1333333333 W& 
SI'DDEVL 0.4%%87C31S70 WiL 
UCL= 10311W9Mn7m5 UGiL 

NORMAL STAT = 02775#L?1428rlm 
SHAPIRO AND WILK OOODNESSOF-FIT TEsr -NORMAL DlSl'RlBWI'ION 

T E S T S A T  - 0.927 
DlsIllIBvpKN 1s NOT NORMAL - NORMAL STAT < TEST STAT 

QEOMEAN= 10.13289398148 U G L  
Ou)SI'DDEV* l.WZ5Q13302 WiL 
GEOMEI'WL= 10.4%76499655841 U G L  

SHAPRO AND WtLK ooODNESSOF-FIT - L O G N O W  DlSl'RIBmON 
LOGNORM STAT = 02775Q0'214279801 

TESTSTAT= 0.911 
MspRIBvIlON 1 NOT LOONORMAL - LOGNORMAL STAT < TBT STAT 

MEDIAN= lO.ommoOa, UG& QUrupIER=U 
MEDmNUcL- 10.- win 

TOTALIDATA= 30 
#DEI?XTS= 0 

ammmcrs= 30 
DEXWXFREQL o m s  

I NONDETECPS > 3r NONDEIFLT MIMMUM = 
TOTAL # STATISTICAL DATA = 

0 
30 

-= D l B R O M O C H L Q R ~  

w N O N D E T =  no.- Wn 
MINNONDET= 0.09oOmMm UGiL 
srDNONDET= 5.- Wn 

MEAN= 4.1702604161 UGR. 
S D D E V =  1.865spo618w7 WiL 
UCLS 4.4341497- UGR. 

IYAOOSIMO'S O O O D m F m  Tl2X - NORMAL DlSiWBWION 
LOONORM STAT = 41.OB91261y110215 

STATRANGE -2.Y)l - 1.484 
DlSl'RlBmON 1s NOT NORMAL - NORMAL STAT NOT WTl'HLN STAT RANGE 

G E O M E A N I  2.824- WiL 
GEOSDDEV = 3.a%s3153z.s van 
GEOMEI'UCL- 3.31381440793496 wn 

LOGNORM STAT = -4i.mimrn197 
DAGOSMNO'S o o O D N E S O F W  TEST -LOGNORMAL DlSl'RlBUX'JON 

STATJMNGE a -2.W - 1.484 
DISIWBUITON 1s NOT LOGNORMU - LOGNORM STAT NOT JN STAT RANGE 

' MEDUN= 5.mmmm0 WiL QUALJFIER=U 
MEDIANU&- 5.- win 

n r r A L l D A T A  - ZS 
# D E I " =  0 

#NOND€ELTS= 225 
DElWXFREQ = 0.00 I 

I NONDERXTS > 2r NONDErFJX MINlMUM = 
TfXAL # STATMlCAL DATA = 

33 
192 



CnmnCAL = MBROMOMETHANE 

M A X N O N D m =  %lo.- UGL 
M l " O N D E l ' =  OJOOOOOOMO IJGL 
mNONDm= OJOOOOOOMO I J G L  

MEAN= 0- UQL 
STDDEV== 0.- W L  

UCL= 0- UGL 

0 

-0 AND WlJX OOODNESSOF4T 'IFST -NORMAL CWWBUI'ION 
NORMAL STAT = I 

DlSl'RlBWllON IS NOT NORMAL - NORMAL STAT < TEST STAT 
TESTSTAT= 0.931 

omMEAN= 0- UGL 
o E o S r D D W =  l .mmoOmm UGA, 
Q-UCL = 0.841192aM6n17 UQL 

ScUplRO AND WlJX OOODNESSOF-FIr - LOGNORMAL DlSl'RlBUl'ION 
* LOGNORM STAT = 

=STAT= 0.931 
DLWUBUI'ION 1s NOT LOONORMAL - LOONORMAL. STAT C TFST STAT 

MEDIAN= O J o o m a m o  IJGL Q U A U F W = U  
MWZANVCL- 0JoQmaaamOw;n 

TOTALIDATA= 36 
IDFITCPS.; 0 

X N O N D E E C B -  36 
DErECrFREQ- 0.w % 

# N O N D E l ' E L T S > 2 x N O N D ~ M U i l M U M =  3 
TOTAL I STATISllCAL DATA = 33 

CHEMlCAL = DlCWUlRODlFLUORODELUOROMETHANE 

MAXDJ3IW.X- 7 W L  
MINDJ3IW.X = 0.8lOOOW000 UGL 
MAXNONDm= 52.- I JGL  
M I N N O N D m S  O J o m m o m  UQL 
Sl'DNONDETS O J o m m m o  UGL 

MEAN = 05779411765 UGL 
S l V D E V =  0.-1 UGL 
UCL = 0.71ar)8111syr)9 UGL 

W L R O  AND WlJX M W I D N E S S O F ~  TEST -NORMAL MsIllIBvIlON 
NORMAL STAT = 0.m- 

DISIWBUI'ION IS NOT NORMM. - NORMAL STAT C = STAT 
"JBTSTAT= 0.933 

QM)MEAN= 0.53423161668 VOn 
QEOSlDDEV= 1351m7aRpoB UG& 
GEOMTUCL= 0.98836214t8.5907 UGL 

W L R O A M ) w I I l ( o o O D N E s s o F 4 T T E s T - L o a N O R M A L D ~ ~ O N  
LOGNORM STAT = 0 . ~ 5 7 3 9 Z P S  

MslllIBUI'ION IS NOT LOGNORMAL - LOONORMAL STAT C = STAT 
TESTSTAT= 0.933 

MEDIAN= OJoomamo U Q L  QUhLIFIFJI=U 
m r A N u u *  o.xmMaMMo00 IJGL 

TOTALIDATA= 36 
IDEIWXS= 2 

#NO-= 34 
mrECrFREQ= 5.56% 

Y N O N D E E C B  > kxNONDEIEITMM&NM = 2 
TOTAL # STATlsIlCAL DATA = 34 - nOTm ANALYsls - 
NO FOUND 



-CALL DELDRIN 

MAXNO== 0.1OmMmo UGIL 
MMNOND€T O.lOmmm, UG& 
sIpNONDET= O.lOmmm, UGA. 

MEAN= 0.1- U G L  

ucL= 0.lmmmmmO UGA. 
SDDEV= 0.- van 

S"R0 AND wIu( GOO-F-FTT TEW -NORMAL DMXIBUTION 
NORMAL STAT = 

TESTSTAT= 0.920 
DISRUBWI'ION 1s NOT NORMAL - NORMAL STAT C TEST STAT 

oEoMEAN= 0 . l m m O m m  UGL 
G E D S D D E V =  1IIXYXYIXX)OO UG& 
GEDMETUcL- 0.484387- UGIL 

S"R0 AND WILK GOODNESSOF-FIT TEST -LOGNORMAL DWRIBUTION 
IRGNORM STAT = 

=STAT= 0.920 
Msr)uBUTION 1s NOT IRGNORMAL - LOGNORMAL STAT < TEST =AT 

MsDM= O.loWOOOOO UGL QUAWFIW=U 
MEDiANucL= O.lOommmm0 UGL 

TOTALIDATA- 26 
#DETECTS= 0 

CNONDEECTS= m 
DJmxrFREQ= 0.00 96 

# N o m  5 1NONDElWXMINlMUM = 0 
TOTAL # STATISl'ICAL DATA = 26 

-CAL = DIEl'HYLFWIWALATE 

MAXDEIEX-  6.- UGL 
MMDETECI'= 2.ooWEOWO U G L  
MAXNONDEr= 12.- UGL 
mNONDI?r= 7.mmmm, U G L  
SD"DET= 10.- UGL 

MEAN= 9.- UGn 
SDDEV = 2.122891110412 U G L  
uct = IO.I5%66mS593 W L  

SIUPIRO AND wIu( G O O D N E S O F ~  TEST - NORMAL DlSl'RIBWI'ION 
NORMAL STAT = 0-14205 

TESTSTAT= 0.527 
DWlWBUTION 1s NOT NORMAL *NORMAL =AT C TEST STAT 

GEOMEAN- 8.%34WOW39 Von 
G E D S D D E V  = 1.449096171488 UGL 
GMMCTUCL= 9.47ZV37214p361 U G L  

SHAPIRO AND Wnx GOODNESOF-FTT TEST -LOGNORMAL DWIWBUTION 
LOGNORM STAT .i 0.4573420141W5192 

DlspRIBvFioN 1s NOT LOONORMAL - LOGNORMAL =AT C TEST STAT 
TE!WSTAT= 0.527 

M"= lO.oOOOWWD UGL QUAWFIW-U 
MEDrANucL= 1o.omooMMMmD W L  

TOTALIDATA= 30 
rDErFm?J= 3 

#NONDEECTS= Z l  
DElWXFREQ= 10M I 

INONLlEECTS > 2rNONDElWXMJNIMUM = 0 
TOTAL C S T A m C A L  DATA 30 - lturwlm ANALYsis - 
NO lWSPUl3 FOUND 



CnmlIcAL = DMElnYLPmHALATE 

MAXNO- = lZ.(WWOWO UGL 
MINNONDET = 10.- U G L  
sII)NONDm= 10.- van 

MEAN= 10.1333333333 UGL 
mDEv= 0.4BwI6.51510 UGL 

UCL = 10.3118s798661805 U G L  

NORMALSTAT= 0 2 2 1 5 6 0 0 2 1 ~  
SHAPIRO AND W l U  G00-F-m TEST - NORMAL -WON 

TESTSTAT- 0.927 
DlSl'lUBWON IS NOT NORMAL - NORMAL STAT < TEST STAT 

OWMEAN = i o . i m s t w m  van 
OWSl'DDEV= 1.0465BO13)M UGL 
GECMETUCL= 10.49676499655841 U G L  

SHAPIRO AND WILK OOODNESSOF-FTT TEST - LOGNORMAL DM'RIBWON 
LOGNOJW STAT = O ~ ~ l r l z I P B o l  

DM'RIBWON Is NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 
TESTSTAT= 0.W 

MEDIAN= lO.mmmo00 U G L  QUALIFIERrU 
MEDIANucL= 10.- UGL 

TOTALIDATA= 30 
X D m S =  0 

INONDcI2cTs= 30 
DERxXFREp= 0.00 z 

RNONDEf"S>ZNONDEIWXMINIMUM= 0 
TOTAL I STATWlXCAL DATA = * 

CHmUcAL = ENDOSULFAN I 

MAXNONDET = 0.CMOOOWW UGh 
MINNONDET = 0.oSmmOm U G L  
sII)NONDm= O.osammU, UGL 

MEAN= 0.- UGL 
sII)DKV= 0.000M00000m UGL 

ucL= 0.- UGL 
SHAPIRO AND wlllc G00D-F-m TEST - NORMAL D m W N  
NORMAL STAT = 

TESTSTAT- 0.m 
DlSl'lUBWION IS NOT NORMAL - NORMAL =AT < TEST STAT 

O W M E A N =  0.- UGL 
GFDsII)DEV= 1.- U G L  
GEOWDUCL= 0.434yo6u8m84 UGL 

SHAPIRO AND WILK OOODNESSOF-FK TEST - LOGNORMAL DlSl'lUBWON 
LOGNOW STAT = 

DlSl'lUBWON IS NOT LOGNORMAL - LOONORMAL STAT < TEST STAT 
TESTSTAT= 0.m 

biEDIAN= 0.- W L  QUALIFIER=U 
MEDIANUCLI: 0.- UGL 

TOTALIDATA= a6 
I D E I W X S =  0 

INONDElTPTS= 26 
DCTE[JTFR€Q = 0.m % 

I NONDE2ECTS > 2c NONDEWCT MINIMUM 
TOTAL I STATWlXCAL DATA = 

0 
26 



CHEM~CAL= mmoswmn 

HAXNONDET- 0.laxyrxraO UGL 
Ml"ONDm= 0.10W0000m UGIL 
SDNONDFT- 0.lmmxmO U G h  

MEAN= O.lWOOOWO0 UG/L 
Sl'DDEV= O.a)(Km000MO U Q h  

ucL= O.lOamormma, UGh 
SHAPIRO A N D W l L K ~ ~ F ~ r r $ r - N O R M A L D l s T R l B v I l O N  
NORMAL =AT - 

TESTSTAT= 0 . m  
DlSlWBUlTON IS NOT NORMAL - NORMAL STAT C =AT 

OEOMMN= 0.1- ffin 
G E O S D D E V =  1.omwMarYx) UGlL 
OEOMETUCLr O.uW816u81084 UGlL 

SHAPIRO AND WILK OOODNESSOF-Fff' TEST - LOGNORW& DISI'RIBUlTON 
LOGNORM STAT = 

TESTSTAT= 0.m 
DlSlWBUI'ION IS NOT LOGNORMAL - LOGNORMAL -AT C TEST =AT 

MEDIAN= 0.1- U O h  Q U A L I F W = U  
MEDIANUCL.; 0.1000000mOmM UGn 

TOTALXDATA = m 

XNO-= m 
DErECrFEQ- 0.00 '16 

IDJZFmsP 0 

INONDElWTS > 2rNONDElWTWNlMlJM = 0 
TOTAL II =ATETICAL DATA = 26 

CHEMICAL- ENDOSULFANSULFATE 

MAXNO== O.ImOama,  UOL 
M I N N O m  = 0.1000000000 U G L  
s I I ) N O m  = 0.lmmmrO IJGL 

MEAN = 0.1000000000 IJGh 
SFDDEV- 0.- U Q h  

u c L =  0.1- UGn 
-0 AND WILK 000DNESSOF-m 
NORMAL STAT 

- NORMAL DISI'IUBUlTON 

TESTSTAT= 0.m 
DISl'RIBUI'ION IS NOT NORMAL - NORMAL STAT C =AT 

GWMEAN- 0.1- van 
GEOSTDDEV= 1.- U G h  
GEOMETUCL= 0.484W62463B ffiL 

SHAPIRO AND WILK OOODNESSOF-Fff' TEST -LOGNORMAL DISTRIBUlTON 
LOGNORM STAT = 

-=AT- 0.m 
DlSl'RIEUlTON IS NOT LOGNORMAL - LOGNORMAL STAT C TEST =AT 

MEDIAN- 0.1000000000 UGIL QUALSWR=U 
MEDIANucL= 0.1- U Q h  

TOTALIDATA= 26 
#DErJxTs= 0 

WNONDEECFS= m 
DErEmFnm= 0.00 % 

XNONDEECFS > a N O N D E 7 " M I N I M U M  = 0 
TOTAL a S M ~ C A L  DATA = m 



CHEMICAL= ENDRIN 

MAXNO= 6 0.lOmmaa U G 5  
MINNONDm 0 0.1000000000 U G 5  
S I ' D N O W *  0.1- U G L  

MEAN = 0.1- W 5  
SI'DDEv= 0.- U G 5  
UCL- O.lUmmmmax, W 5  

SHAPIROANDWILKGOODNESSOF-FVTEST-NORMALDLSTRlBVIlON 
NORMAL STAT = 

TESTSTAT= 0.m 
DlSlWBUl'lON U NOT NORMAL-NORMAL STAT C TEST =AT 

OWMEAN= 0.1- U G 5  
GEOSTDDEVr 1.- UG5 
GEOMETUCL= 0.4S43876U87W4 U G 5  

SHAPRO AND WILK OOODt4ESM)F4Tl' TEST - LOGNORMAL DISI'RIBUllON 
LOGNORM STAT = 

DBlWBVIXIN 1s NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 
"STAT = 0.m 

MEDIAN= 0.lOommatb W 5  QUALIFIER=U 
MEDIANUCL= O.lmmmma00 w5 

TOTALIDATA= 26 
#DETECTS= 0 

INONDEIWTS= m 
DETECTFREQ = O n 0  I 

I NONDETECTS > 2x N O N D m  MMlMuM = 
TOTAL I STATISITCAL DATA = 

0 
26 

__ -_ - 

CHEMICAL = ENDmmNE 

MAXNONDET = 0.1000000000 U G 5  
MINNONDET = 0.1- W 5  
mNoNDm= 0.3000000000 W 5  

MEAN= O . l m x m O a ,  U G 5  
SI'DDEV= O . m m m m 0 0  W 5  

UCL= 0.1- U G 5  
SHAPRO AND WILK GOODNES4FFTI' TEST - NORMAL DLWMBUllON 
NORMAL STAT = 

"STAT = 0 . m  
DLWMBVIION 1s NOT NORMAL - NORMAL STAT C "C STAT 

GEOMEAN= 0.1- U G 5  
GEOSTDDEV= 1.OOmmmm Van 
GWmUCL= 0 . 4 8 4 3 S 7 ~  W 5  

SHAPRO AND WILK GOODNESOF-FV - LOGNORMAL DISI%DUllON 
LOGNORM STAT = 

DLWMBVIION 1s NOT LOGNORMAL - LOGNORMAL STAT < " STAT 
"STAT = 0.m 

MEDIAN= O . l m m O m ,  W 5  QUALLFIER=U 
MGDuNucL= 0.1- w5 

TOTALIDATA= m 

I N O N D ~ S =  m 
IDErJxTs= 0 

DETECTFIIEQ = 0.W I 

INONDEIECTS > 2xNONDFIu3IMlNMUM = 0 
TOTAL t STATISITCAL DATA = 26 



cnFMlcAL= ErJiYLBmZENE 

M A X N O m =  7 0 0 . ~  UGL 
k4I"ONBET- 0- U G L  
STDNONDGTr 5.- U G L  

MEAN = 4.1759162304 W L  
sIz)DEv = 1.~5174ZS3109 W L  
UCL= 4.44185461545954 W L  

D'AGOSl7NO'S OOODNESOF-F?T = - NORMAL DIsIllIBvIloN 
LOONOW =AT = 4.835ZM4116546 

STATRANGE= -2.432- 1.483 
DLWRIBUl'lON IS NOT NORMAL - NORMAL SPAT NOT %" STAT FANGE 

GEOMEAN= 2- UGL 
GEOSTDDEVr 33915942X712 UGL 
GEOht!3ucL- 33-15 UGL 

WAGOSTINO'S OOODNESOF4W TEW - LOGNORMAL DISXIBWON 
LOONORM S A T  = -41.- 

=ATRANGE = -2.a- 1.483 
DWSUIBUlTON IS NOT LOGNORMAL - LOONORM =AT NOT IN =AT RANGE 

MEDUN= 5.oOaImmO UOL Q U m = U  
MEDUNUCL- 5.- W L  

TOTAL#DATA= 223 
#D-= 0 

#NONDEI'E€TS= 223 
DEmTFREQ= o m  I 

lNONDETEcps > 2XNONDEECTMMIMcTM = 32 
TOTAL n STATI.SIICAL DATA = 191 

cnFMlcAL= FLUoRAHllIENE 

MAXNONDEr= l2ooOmoam UGL 
M I " 0 m  = lO.oaXxmm0 UUL 
STDNOND)X= lO.MMooO(Y) UGL 

MEAN = 10.1333333333 UGL 
iWDDEV= 0.45886761570 UGL 

UCL = 10.3118ms6mOs UGn 
S"IR.0 AND WIUC OOODNES4F--mP = - NORMAL m U l ' I O N  
NORMAL STAT = 02Z56CU21428na3 

DlSlWEUl'ION IS NOT NORMAL -NORMAL =AT < TEiW =AT 
TESTSTAT= 0.927 

GEOMEAN - 10.12128939848 W L  
OEOSTDDEv= 1.016529033302 UGL 
GEOMETucL= 10.49618499655841 UGL 

S"R0 AND WlLK OOODNESSOF--mP - LOGNORMAL DISI'RIBIJFION 
LOONORM SFAT = 0.m56mL11zF1801 

T E S T S A T =  0.927 
DlSl?UBVFHIN 1s NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 

MEDJAN- 10.- W L  Q U A u F l w = U  
MEDuNuCL= 10.- UGL 

TOTALIDATA= 30 
I D E l W Y S -  0 

INONDEI'E€TS= 30 
DErEcrFREQ- 0.00 % 

INOND- > Z N O N D E E C T M I " M =  0 
TOTAL I .WATI.SIICAL DATA = 30 



MAXNONDJ3'= 1- W 5  
M I " O N D J 3 '  = 10.- UGL 
STDNONDJ3' = 10.- IJGL 

MEAN = 10.1333333333 IJG& 
S T D D E V =  0.498887651570 W 5  

UCL = 1 0 . 3 1 1 ~  U G L  
-0 AND WllX G O O D N E S 0 F - m  TEST -NORMAL DlSlRIBUTION 
NORMALSTAT= 03175€CUZl= 

T E S S T A T =  0.927 
DISIRDUTION IS NOT NO= - NORMAL STAT C TEST STAT 

GEOHEAN 6 10.122289398748 W/L 
= S T D D E V =  1.016529013302 W& 
G E O M 3 U C L =  10,496184996u841 UGL 

SHAPIRO AND WllX GOODNESFOF-m TEST -LOGNORMAL DLWRIBUl'ION 
ZOONORM STAT = 03175600214219801 

T E S T S T A T =  0.927 
DLWRIBUl'ION IS NOT W N O R M A L  - LOGNORMAL =AT C TEST STAT 

MEDIAN= 10.- UGL Q U r u J F w = U  
M E D u N u C L =  10.- U G 5  

T O T A L I D A T A =  Y3 
XDITECIX- 0 

I"DEI.EcPs== 33 
D E T E c r F R E Q =  0.00% 

XNONDlXECR 5 kNONDGIusTMINIMuM= 0 
TOTAL X STATLWICAL DATA 30 

CHFMCAL= HEFI'ACWLOR 

M A X N O N D m =  0.- I J G L  
MINNONDET = 0.- U G 5  
STDNONDJZ= 0.- U G 5  

MEAN- 0.- UGL 
S T D D E V =  0 . 7  UGL 

ucL= 0.0smmommo trG5 
SHAPIRO AND WlIX GOODNESFOF4IT TEST -NORMAL DLWRIBUl'ION 
NORMAL STAT = 

T E . W m A T =  0.920 
DNWBUlTON 1s NOT NORMAL - NORMAL STAT C TES STAT 

QFDMEAN= 0.- wn 
G W S I ' D D E V a  1 . 7  I J G L  
G E O h U Z U c L =  0.434387- U G 5  

SHAPP.0 AND WIuC GOODNESSOF-m TEST - LOGNORMAL DKIIUBUl'ION 
LOGNORM STAT = 

D l S l W B W N  IS NOT LOONORMAL - LOGNORMAL STAT C TEST STAT 
T E S S T A T =  0.920 

MEDIAN- 0.- UGL QUALIF'ER=U 
MEDMucL= 0.- W L  

T O T A L I D A T A =  a6 
I L m z c r s =  0 

XNONDEECB- m 
DnacrFREQ= 0.00% 

INONWlEClX > 2xNONDETEcrMMIMuM = 0 
TOTAL I STATLWICAL DATA = m 



CHEMlCAL = HEPTACHLOR EPOXIDE 

MAXDEl'F.IT= 0.3300000000 U G L  
MINDEX'ECT= 0.1300000000 U G L  
MAXNONDET = 0.- U G L  
MMNONDET = 0.- UGL 
STDNONDm= 0.- UGL 

MEAN= omm69231 UGL 
STDDEV = 0.015384615385 UGn 
UCL= O.OSWW8U417 U G L  

NORMAL STAT = O.P19(u1- 
S"IR0 AND WIUl OOODNESSOFm TIST -NORMAL DISWBVIION 

TFSTSTAT- 0.910 
DMWBVIION 1s NOT NORMAL - NORMAL STAT C TEST STAT 

oM)MEAN= OAs18711W334 UGL 
GEO STD DEV 1.231718001639 U G L  
GF.OhUTUCL= 0.51s197PZ74850 UGA. 

SKAPIRO AND WILK OOODNESSOF-FfT TEST - LOGNORMAL DlSl'RlBVIION 
LOGNORM STAT = 0.W19851496oo0617 

DBTRIBVIION IS NOT LOGNORMAL, - LOGNORMAL STAT C TEST STAT 
=STAT= 0.910 

MEMAN= 0.0500000000 UGL Q U r u p l w = U  
M m u N U C L =  0.- U G L  

TOTUXDATA = m 
X D E X X T S =  1 

XNONDEIXTS= 25 
DErEmpREQ= 3.85 96 

XNONDEmXS > 2xNONDEX'ECTMINlMuM = 0 
TOTAL II STATISTICAL DATA = m - HOTSWT ANALYSIS 
NO HOTSPOTS FOUND 

CHEMICAL= " L O R 0 B E " E  

M A X N O N D ~  = rz.amxwxmx, van 
M I " 0 N D n  = lO.ammm0 U G L  
SI'DNONDET = lO.OOOOmOW Van 

MEAN = 10.1333333333 U G L  
S l D D E V -  0.4-6515Zl W L  

U c L =  103118579&WW U G L  

NORMAL STAT = O.Z7#J021428s103 
SHAPIRO AND WJIX OOODNESSOF-m TEST - NORMAL DISWBVl'lON 

TESTSTAT= 0.927 
DBTRIBUI'ION IS NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN= 1 0 . 1 ~ % 7 4 8  UGL 
GEOSI'DDEV= 1.046529013XJ2 U G h  
GF.OhUTUcL= 10.4-584841 UGL 

W I R O  AND WJIX OOODNESSOF-m TEST - LOGNORMAL DSITUBVIION 
LOGNORM STAT = O . Z T 7 X W 2 1 ~ 1  

DBTRIBVIION IS NOT LOGNORMAL - LOGNORMAL, STAT C TEST STAT 
TESTSTAT= 0.957 

MEDUN= 10.- Van Q U m = U  
M E D u N U C L =  1O.aXmmmOaa U G L  

TOTALIDATA= 30 
XDETECISt 0 

#NONDJiTFLTS= 30 
DETECT-= o m s  

#NONDETE(=rS>1NONDEIEtYMINIMUM= 0 
TOTAL I STATISI'ICAL DATA = 30 



MAXNONDET = 12.- UGL 
Ml"0NDET = 0.lOmmaa UGL 
SI'DNONDEI'= O.laaamU, UQL 

MF.AN= 0.1- UQL 
mDEV= O-UGL 

uCL= 0.1ammmamo UGL 
SHAWlO AND WIlX OOODNJ3SOF-FlT TEST -NORMAL DETIUBUl'lON 
NORMAL STAT = 

TESTSTAT= 0.931 
DBIWBUI'ION IS NOT NORMAL - NORMAL STAT C TESF STAT 

QEOMEAN= 0.lmrrmmoO UQL 
QEOSI'DDEV- 1.- UG& 
GEOMFTUCL- 0.441192aM6n17 UGL 

S"n0 AND WILIC 0 o o D N E S O - F ~  TEST - LOGNORMAL DISIWBUI'ION 
LOGNORM STAT = 

TESTSTAT= 0.931 
DBIWBUIlON IS NOT LOGNORMAL - LOONORMAL STAT C TEST STAT 

MEDIANS 0.1- UGL Q U A L P W I U  
MEDUNUCL- 0.1- UGL 

TOTALIDATA = 69 
I D E E C T S -  0 

INONDEECTS= 69 
DEIWXFREQ= 0.00% 

INONDEECTS > ZNONDEIWXMINIMUM 36 
TOTAL I STATISTICAL DATA = 33 

MKNNONDET = lO.Owaam0 WL 
SI'DNONDET 15 10.- UQL 

MEAN = 10.1333333333 UGL 
spDDEV= 0.498881651slo IJGL 
UCL = 103118s79866)805 UG/L 

SlUpIRO AND WIlX OOODNESSOF-RT TEST - NORMAL DBIWBUl'lON 
NORMAL STAT = 0.277560021428slo3 

TESTSTAT= 0.m 
DISI'IUBUl'lON IS NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMFAN- 10.122289)98746 UGiL 
QEOSI'DDEV= 1.0(6529013302 UGL 
G E O m U C L =  10.49678499655841 UGL 

SHAPD.0 AND WILK 0ooD-F-m TkW -LOGNORMAL DISI'IUBUlTON 
LOGNORM STAT = 0.2775&lD214279801 

DISI'RIBUl'lON IS NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 
TESTSTAT= 0.927 

MEDUN=, 10.000000mX) UQL Q U A L P W = U  
MEDuNUCL= 10.- UGL 

TOTALIDATA= 30 
IDFPECTS- 0 

-#NONDETECTS= 30 
DFPECTfREQ = 0.03 % 

I NONDFPECTS > ?x NONDETE(JT MINlMuM = 
TOTAL I STATISTICAL DATA = 

0 
30 , 



-- 
m C A L =  HMACHulROEI'HANE 

W N O N D E C  = 120000000000 UGR 
MINNONDm = l 0 . m  U G 5  
SIDNONDET - 10.- U G 5  

MEAN = 10.1333333333 U G 5  
SlDDEV= 0.49BBg16515TJ U G 5  
UCL 1 0 . 3 1 1 ~  U G 5  

SHAPRO AND WDK OooDNEsfoF-FIT TEST - NORMAL MSII(IBVII0N 
NORMAL STAT = OZ75tWZZ14285xn 

TEWtXAT = 0.927 
DLWRIBWI'ION IS NOT NORMAL - NORMAL STAT C TEST =AT 

GU,MEAN= IO.Ip28939g148 UGIL 
G E O S I D D E V =  1.0465290133UZ U G 5  

S"R0 AND WlXK GOODNESSOF-FlT TEST - LOGNORMAL DlSTRIBWI'ION 
GMMJ3UCL = 10.49618499655841 UGR 

LOGNORM STAT = O.ZTI560(1214119801 

DISIRIBvI1oN IS NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 
TESTSTAT= 0.927 

MEDIAN= 10.0000000000 U G 5  QUruJmER=U 
MEDIANUCL- 10.- w5 

TOTALXDATA= 30 
#DEECTS= 0 

XNONDETECPS= 30 
DETKITFREQ 0.00 % 

X NONDEI'ECTS > 1 N O N D m  MINIMUM = 
TOTAL. X STATISlTCAL. DATA 0 

0 
30 

cHMcAL= lNDENM1.23od)PYRENE 

MAXNONDm - 12.0000000000 U G 5  
MINNONDm = lO.OoWOmO0 UGR 
SIDNONDm = lO.OoWOmO0 U G 5  

MEANS 10.1333333333 U G 5  
SlDDEV= 0.49888165157U IJGL 
UCL= 10.311W9@67W5 U G L  

NORMAL STAT = O.Z?7SXUZ1428s7m 
SHAPIRO AND WILX GOODNES&F-FlT TEST - NORMAL DlSTRIBVIION 

TESTSTAT= 0.927 
DlSlRLBVllON IS NOT NORMAL-NORMALSTAT C TEST =AT 

GWMEAN= 10.1ZZ89XS748 U G 5  
G E O S I D D E V =  1.0465290133UZ U G L  
GEOMJ3UCL= 10.49678499655841 U G 5  

SHAPIRO AND WDK OooDNEssoF-FIT TEST -LOGNORMAL DlSTRIBVllON 
LOGNORM SFAT = 0.27l560(1214119801 

TEsTSl'AT = 0.927 
DLWRDlJl'ION IS NOT LOGNORMAL - LOGNORMAL SFAT C TEST STAT 

MEDIAN- IOMCQOOWB VOL Q U m = U  
MEDIAN=- 10.- UQL 

TUTAL#DATA= 30 
IDEECTS= 0 

XNONDElWXS= 30 
DIiTECTFRB.2 = 0.00 % 

INONDEI'ECTS > 2xNO-MMIMuM = 0 
TOTAL I mATLWICAL DATA = 30 



CHEMICAL= wlp"E a 
MAXNONDm = 12.aaDOmMo U G L  
MINNONDm = 10.- Uan 
Sl'DNONDET = 10.- U G L  

MEAN 10.1333333333 UG5 
Sl'DDEVP 0.498881651570 U G L  

UCL= 10311&V%667m5 uon 
S H A P I R O A N D w I u ( o o O D N E s f o F ~ l " - N O R M A L ~ ~ N  
NORMAL STAT = 027756lUZ1428S703 

DJSIRIBWITON IS Nof NORMAL - NORMAL. STAT C TEST STAT 
=STAT= 0.W 

GEOMEAN= 10.12228998748 UGL 
GEOSIDDEV= 1.016529013302 U G L  
GEOMETUCL= 10.19618499655841 U G L  

SHAPIRO AND wIu( GOODNFS-OF-FIP l" - LOONORMAL D-WION 
LOGNORM STAT = 0.27756lUZ14279801 

TESTSTAT= 0.921 
DJSIRIBWITON IS NOT LOONORMAL - LOONORMAL STAT C TEST STAT 

MEDIAN= 10.- W L  Q U A U F W = U  
MEDIANUCL= 10.- U G L  

TOTALXDATA = 30 
XDEIWYS= 0 

XNONDEl'lXTS= 30 
D-FRF.Q = 0.m s 

X NONDEEXTS > Z NONDElW3 MINIMUM = 
TOTAL X STATlsIlCAL DATA = 

0 
30 

CHEMICAL = MliTHOXYQILOR 

MAXNONDET = 0.5000000000 UGL 
MINNoNDm= 0.- W L  
Sl'DNONDm= OJMmomoo IJGL 

MEAN= O J O a m O O O O U G 5  
Sl'DDEv- o.MxWmmoM0 van 
UCL= 0.- U G L  

SHAPIRO AND wIu( OOODNESSQF-F1T TEST - NORMAL DWRBWION 
NORMAL STAT = 

=STAT = 0.m 
DISTRIBWITON IS NOT NORMAL - NORMAL STAT < TEST STAT 

ffEoMEAN= o.sommmoa, w/L 
GEOSlT)DEV= 1.- U G L  
ammuCL= 0.88438162(81084 UGL 

M I R O  AND WILK ooODNEss-oF-m TEST - LOGNORMAL D " I 0 N  
LOONORM STAT - 
DISI?UBVTION IS NOT LQGNORMAL - UK;W.~+*AL STAT C TEST STAT 

TESTSTAT= 0.920 

MEDIAN= 0.- UGL ?IAIJFw=u 
MEDIANUCL= 0- U G L  

~ ~ ~ A L I D A T A =  26 
uDEpEcIs= 0 

#NONDETECFS= 26 
DETEcrFREQ= 0.00 z 

INONDJXECl'S > Z N 0 " E T h U N l M U M  = 0 
TOTAL X STATlsIlCAL DATA = 26 



CHWICAL = -EXUDE 

MAxDErHT= 6p.a)Oo U O L  
MlNDErEm= 1.- wn 
MAXNONDEI'= 6pMmamoo U G 5  
IbfL"O"= l x m m m M U 0 5  
mNom* 5.-wn 

MEAN= 16339mfg~u von 
mD6v= 58509918230041 W L  

WL- 2.4368ma74&501 voL 
D'AOOSTMO'S ooODNEssoF-FR TEYT - NORMAL DISI'RIBUI'ION 
LAMNORM STAT = -84.51')94818728821 

STATRANGE- -2388- ljoo 
DISI'RIBWITON W NORMAL - NORMAL SPAT NOT WlTHM STAT RANGE 

arjOMEAN= 5.031079816847 uG5 
GEOSlDDEV- 2762626%'ca9 u G 5  
G E O m  UCL .i 5.41618go6291178 UGK. 

D'AaOSIMO'S 000DNESSOF-FR TEST - LAMNORMAL D m U I T O N  
LAMNORMSTAT= -35- 

DETRIBWTON E4 NOT LOONORMAL - LAMNORM STAT NOT IN STAT RANGE 
=ATRANGE= -2.388- 1 J W  

MEwLN= 5.- W 5  QUAllRER=U 
MEDlANva*  5.- u05 

TOTALCDATA- 226 
IDEI'ECIS= 32 

#NO-= 194 
DEIWX3%EQ = 14.16 Z 

# N O D  > ~KNONDE~WXMINIMUM = 22 
mAL I &XhTlSlTCAL DATA = - HIYIWOT ANALYSIS 
LOCATION=43S7 RESULT= 620.- uGL Q U A L o B  
#H(IpswIs= 1 

S4 

CHEMICAL * N " R O S O - D I * P R O ~  

M A X N O " =  tZOamam0 UGL 
hll"owDEI= 10.- Mi5 
SfDNONDET- iO.CaMOWW0 UCi5 

MEAN= 10.1333333333 U G 5  
sTDDJW== 0.4w88)651510 U G L  
ucL= 1 0 3 1 1 m  W L  

W J R O  N WILK OOOD-Fm TEST - NORMAL DISIWBUI'ION 
NORMAL STAT = o . m m i c 2 8 s x o  

TESTSTAT= 0.927 
DWRIBlJl¶ON IS NOT NORMAL - NORMAL STAT C = STAT 

G E O Y M N  = 10.I?.m93!w48 u G 5  
GEOSTDDEV= 1.0(652901331)2 U G 5  
Q W U C L =  10.45WUS9655841 W 5  

SHAPIRO AND WILK O O O D N E S S O F ~  TESC - LOGNORMAL DISI'RIBUI'ION 
LOQNORM STAT = o . m m i m i  

TESTSTAT= 0.927 
DWRIBURON IS NOT LOONORMAL - LOGNORMAL SPAT < TEST SPAT 

MEDIAN= lOAmmam0 Van Q U A L I F W = U  
IAEDUNUCL- 10.- vo5 

TOTALCDATA= P 
aDclljCIs- 0 

#NO-- 30 
DEIEJTFREQ- o m s  

I N O ~ > k N o N D ~ ~ -  0 
WAL I SMTlSllCAL DATA = 30 



m C A L  = N-NTIROSO- 

MAXNONDET = 12.00MMm00 UGL 
MINNONDET = lO.amanmX, UGL 
STDNONDET = lOnmaooOa, IJGL 

MEAN = 10.1333333333 UGL 
STDDEV= 0.498881651s70 U G L  
UCL = 103118575WWW UGL 

SHAPIRO AND wIu< OOODNESSOF-IW TEST - NORMAL DWIWBUllON 
NORMAL STAT = 0 3 n S g x n l ~  

TESTSTATE 0.927 
DKIRBUI'ION 1s NOT NORMAL -NORMAL STAT < TEST STAT 

GF.QMEAN= 10.1-48 U G L  
QEOSTDDEV= 1.016529013302 U G L  
GEOMETUCL- 10.49618499655841 U G L  

SHAWlO AND WIUc O O O m F m  TEST - LOONORMAL DWIWBUI'ION 
-LOGNORM STAT = 03775600214219801 

=STAT= 0.927 
DWRIBUllON 1s NOT LOGNORMAL - LOONORMAL STAT < STAT 

MEDIAN= 10.- U G L  QUALIFW=U 
MEDIANucL= 10.- IJGL 

T O T A L I D A T A =  30 
I D E E C T S I  0 

XNONDEECTS= 30 
DElWTFREQ = 0.00 I 

I NONDEIWXS > h NONDEIZXX MINlMuM = 
TOTAL I STATIsI1CAL DATA * 

0 
30 

Cim41cAL= NMmmLmE 

MAXNONDET = 12Mmomoa) U G L  
M l " O N D E T =  O d m m a n o  Van 
STDNO" lO.mmooaX, UG/L 

MEAN= 53710144928 UGL 
STDDEV = 4.961915871489 W L  
UCL= 6541&M4OOtW U G L  

D'AQOSIMO'S O O O D N E S S O F ~  TEST - NORMAL DlSl'RlBVIION 
LOGNORM STAT I: -8312935lf946m4 

DlsrillBvnON 1s NUT NORMAL -NORMAL STAT NOT WIMIN STAT RANGE 
STATRANGE= -2.657- 1 . m  

GEOMEANI 1~419~6rlp7wn 

GEOMETUCL- 3 . p z 1 1 0 7 4 i m 3  UGL 

STATRANGE = -2.657 - 1.170 

GECSTDDEV= 7.095450199365 UGL 

DAGOSIMO'S G O O D N E S S O F ~  - LOONORMAL D"IUBUll0N 
LOGNORM STAT .8.780415213433 

DISTRIBUTION 1s NOT LOONORMAL - LOGNORM STAT NOT IN STAT RANQE 

MEDIAN= 10.- I J G L  QWAUFW=U . 
MEDIANUCL- 10- UG& 

T O T A L I D A T A =  69 

X D E E C T S =  0 
I N O N D E E C T S =  69 
D n z C r F R E Q  0.00 % 

INONDEIWTS > 2xNONDFJWXMMIMuM - 0 
TQTAL I STATlSTlCAL DATA 69 



__- -- 
CHEMICAL= NIPROB- 

MAXNONDET- 12.- IJGL 
MINNONDET = 10.mOMmom W L  
SI'DNONDET = l O . o m m m 0 0  U G L  

MM = 10.1333333333 IJGL 
SI'DDEV= 0 . ~ ~ ~ ~ 7 0  uon 
UCL= 1031185)98661805 wn 

SHAPIRO AND WaK OOODNESSOFW TEST -NORMAL DSIWBUIlON 
NORMAL STAT L 0.2775SJO21cL8nm 

DlSI'RlBUl'lON 1s NOT NORMAL-NORMAL STAT C TEST STAT 
TESTSTAT= 0.927 

GEOMEAN = 10.I22B5W8748 UGL 
oEoSI'DDEV= 1.w6529013302 U G L  
GEOMCTUCL = 10.4967&0655841 U G h  

SHAPIRO AND WaK OOODNESS-OF-FlT - LOONORMAL DETRDWON 
LOONORM STAT = 0~5&V219Z19Bol 

DMWBUl'lON IS NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 
TESTSTAT= 0.927 

-= io.- van QUAUFW-U 
MEDIANUCL- 10.00~aa0~0000 wn 

TOTALIDATA= 30 
IDETElTS= 0 

#NONDETElTS= 30 
DJ3ECTFREQ = 0.00 I 

# NOND-S > 2r NOND- MINIMUM = 
TOTAL # aATKIlCAL DATA = 

0 
30 

CHEMICAL = P E N T A c " M 0 L  

MAXNONDET= 58.- W 3 L  
MLNNONDET- SO.a)o[aoaxx, UGL 
Sl'DWONDETt SO.- UOL 

MEAN= 50.551m1379 WIL 
STDDEV= 2.027163925062 UGL 

U C L =  51.28!3536S23516% U G L  

NORMALSTAT= 0.2829B1'3609U9Kn 
W I R O  AND W l U  OOODNES4lF-FIT' TEST - NORMAL, DLVRDVIXIN 

TESTSTAT= 0.926 
DISITUBUlTON 1s NOT NORMAL, -NORMAL STAT < TEST STAT 

GEOMEANI ~0.5144214moa~ wn 

GEOMET u a  = 50.89303316871m van 
OW!3lDDEV- 1.038325126842 U G L  

SHAPlRO AND WaK OOODNESOF-FIT' TEST - UKiNORMAL DISIWBIJlTON 
LOONORM STAT = 0.2829B13@9218563 

T E s I S A T =  0.926 
DETRDUllON IS NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 

MEDIAN= 50.- U G L  Q U A U F W = U  
MEMANUCL- S O ~ w I L  

TOTALIDATA= 29 
XDJXECTS- 0 

INONDETElTS= 29 
D-FREQ = 0.00 I 

INONDEIEiXS > ZNONDETElTMMIMuM = 0 
TOTAL I STATLsllcAL DATA = 29 



CHEMICAL= PHEN"?2 

MAXNONDEC= lrmmam0 UGL 
MINNONDEC= 10.- UGL 
m N O N D E C  = 10.0000000000 I J G L  

MEAN = 10.1333333333 U G L  
sII)DEV= 0.49888761570 UGL 
UCL= 30311- U G L  

S"R0 AND WILK O O O ~ F ~  TEST - NORMAL DISTRIBUIION 
NORMAL. STAT = O.Z%SlU.Z1428S703 

TESTSTAT= 0.m 
DBIWBmON 1s NOT NORMAL - NORMAL STAT C TEST STAT 

OEOMEAN= 10.322289396148 U G L  
G E O W D D E V =  1Xu6529013M2 U G L  

SHAPIRO AND WILK OOoDNEssoF-W TEST - LOGNORMAL DBIWBUIION 
LOGNORM STAT .i 0.2775SWZ14279801 

DBIWBUI'ION 1s NOT LOGNORMAL - LOONORMAL STAT < = STAT 

GEOMETUCL= 10.4967849!XSS41 UGL 

TESTSTAT = 0.927 

MEDIAN= 10.- UGL QUALIFIERliU 
MEDIANUCL= 10- U G L  

TOTALIDATA= 30 
HDETECB= 0 

INONDEl'ECTS= 30 
DElWXFREQ = 0.00 % 

WNONDETECB > 2xNONDEX"MINlMUM = 0 
TOTAL H STATMTCAL DATA = 30 

CHEMICAL= PHENOL 

MAXNONDEC = 12.- U O L  
MINNONDEC = 10.- W L  
SI'DNONDEC = 10.0000000000 U G L  

MEAN = 10.137933m4s W L  
Sl'DDEV= 0.506190981265 U Q L  

UCL = 30.3223841- U G L  

NORMAL STAT .i 0.28298138)9259301 
SHAPIRO AND WILK O O O D N E s s o F ~  TEST - N O R M A L D m U I l O N  

TESTSTATE 0.926 
DISTMBUIION 1s NOT NORMAL - NORMAL STAT C STAT 

GEOMEAN= 10.126532843257 UGL 
GEOSrDDEV= 1.047283281602 UGL 
GEOMECUCLe 10.507iQYJ6&4W IJGL 

SHAPIRO AND WILK GOODNESSOF-FIT TSC -LOGNORMAL. DN'RIBWIlON 
LOGNORM STAT = 0.2829813609252613 

DlSlWBUl'lON 1s NOT LOGNORMAL - LOONORMAL STAT C TSC STAT 
TESTSTAT = 0.926 

MEDUN= 10.omMooaX) U O L  Q U A U F W = U  
MEDIANuCL= 10.- UGL 

TOTAL#DATA= 29 
# D m S =  0 

INONDETECB= 29 
DEWTFREQ = 0.00 k 

INONDETECTS > 2 x N O " W T h U N l M U M  = 0 
TOTAL I STATlsIlCAL DATA = 29 



CHFMlCAL = PROPANE. l,%DlBROMO-?J3llDRO- 

MAXNONDJZ .i 100aOOOmOOOO U G L  
M i " O N D E T =  2- U G 5  
512)NONDET= 2- V O L  

MEAN= 2owmoam U G 5  
SrDDEV- 0.- U G L  
ucL= 2.- Von 

SHAPIRO AND WIUC OOODNES4F-FIC TEST - NORMAL DMNBUITON 
NORMAL SPAT = 

TESTSTAT= 0.931 
DISI'IUBUlWN IS NOT NORMAL - NORMAL STAT TEST SPAT 

QEOMEAN= PmmmmOOm U G L  
QEQSIZ)DEV= 1.- U G 5  
QEQMiTUCL~ 234119PM6n17 U G 5  

S"KR0 AND WIUC OOODNESSOF-FIT -LOGNORMAL DMWBUITON 
LOONORM STAT = 

TESTSTAT= 0.931 
DETRIWRON IS NOT LOONORMAL - LOONORMAL. STAT C TEST STAT 

MEDUN= 2.oowmmO W L  QUAUFXEXpU 
bfEDIANUcL= ZammammoO U G L  

TOTALIDATA= 34 
IDEl 'FCTS= 0 

#NONDJ3ECl%= 34 
DFl'%crFREQ = O n 0  % 

1NONDJ3ECl% > S N O N D E l " m  1 
TOTAL a STATLWICAL DATA = 33 

CHEMICAL= IryRENE 

MAXNONDJZ = I Z . a m m m O  U G 5  
MINNONDET = 10.- UQ/L 
Sl'DNONDm= IOaOOOmOOOO U G 5  

MEAN = 10.1333333333 Van. 
Sl'DDEV= 0.49ggg76jlSx) W L  

urn= 103118s79866)8M van 

NORMAL STAT = 0.2775cXJ0214Zenm 
SIAPIRO AND WIUC OOODNESSOF-FIT TEST - NORMAL DMWBUITON 

=STAT= 0.927 
DISIWBmON IS NDT NORMAL -NORMAL STAT < STAT 

QFOMEAN = 1O.IZW+398748 UQL 
QEOSIZ)DEV= 1.046529013302 Van 
QEOMETUCL= 10.49618499655841 W5 

SHAPIRO AND WIUC O O O D N E S S O F ~  TEST - LOONORMAL DMWBUITON 
LOQNORM SPAT = 0.737~34279801 

TEWtTAT= 0.927 
DMWBUITON Is NOT LOONORMAL - LOONORMAL STAT C TEST STAT 

-IAN= 10.- W L  QtJALIFIER=U 
BmmANucL= 10.- WllL 

TOTALIDATA= 1) 
#D€lWXS= 0 

#NONDEW.CFS= 1) 
DEmZFREQ- 0.00 I 

TOTAL a SPATLWICAL DATA - lNONDFIuJps > 2cNONDEl'ECTMlNlMUM 0 
30 



cwEMIcAL= STYRplE 

M A X D m -  0.200MOdOa)Wn 
MIND== 0- UGIL 
M N O N D E T =  iW.cOOWOam WL 
MINNONDm O.lamoM00 W L  
S I P N O N D m =  5.oOWOOW U G L  

MEAN = 4.153BtDM6 W L  
S I P D E V =  1.851325)838)4 U G L  
UCL = 4.41-14 W L  

DAOOSPINO'S OOODNESSOF-FIT = -NORMAL DiSTRIBUl'ION 
LOONORM STAT = 42.SB4193333417U7 

D I S I ' R D W N  1s NOT NORMAL - NORMAL STAT NUT B" STAT RANGE 
STATRANGE = -2Yn - 1.483 

GEOMEAN= 2 u n 4 1 o z r 3 1  UGL 
GEOSIPDEV.: 4.35723l542241 U G L  
GEOMEI'UCL= 3.1706871~U4YJ.21 U G L  
D'AGOSIWO'S OOODNESfoF-FTC TEST - LQGNORMAL DlsTRlBvllON 
LOGNORM STAT = 42.848333210803 

DISI'RDW'ION 1s NOT LOONORMAL - LQGNORM STAT NOT M STAT RANGE 
STATRANGE = -2.m- 1.483 

MEDIAN= 5.- W L  QUAUFER=U 
MEDlANucL= 5.- W L  

TOTAL#DATA= 
#DETECTS- 1 

#NONDETEClS= Z2 
DcpEcrFREQ = 0.45 S 

INONDEIUJI'S > kNONDlXECTMINlMUM = 32 
TOTAL # STATISI'ICAL DATA = 191 

HOTSPOT ANALYSIS - 
NO HOTSK rs FOUND 

CHFMlCAL = ~ ~ U O E T W E N E  

MAXDlXECT= 6m).oOOmOOW W L  
MIND== 0.lalOoOmm W L  
M A X N O N D ~  = ~so.motmaw uon 
M I " o ~ ~ =  o.omooooo wn 
S I P N O N D m =  5.oWOOWOO WL 

MEAN= 370.9042190698 U G L  
S I P D E V =  10613907ZWW W L  

U c L =  512.V3764861P394 U G L  
D'AGOSIWO'S OOODNESSOF-FR TESr -NORMAL DISI'RDUllON 
LOGNORM STAT = 41.53676sMp811 

STATRANGEL -2.378 - 1.511 
DISIRIBUI'ION 1s NOT NORMAL - NORMAL STAT NOT B" STAT RANGE 

GEOMEAN = 7.919942717467 U G L  
GEOSIPDEV = 14312307221315 W L  
G E O m U C L =  9.g13081569367W W& 

D'AGOSIWO'S OOODNESSOFm TEST - LOONORMAL DISTRIBUl'ION 
LQGNORM STAT -20.74121710&(16 

DISTIUBUllON 1s NOT LOGNORMAL - LOGNORM STAT NOT M STAT RANGE 
STATRANGEE -2.378 - 1.511 

MEDIAN= 5.- W L  Q U A U F W - U  
MEDIANucL= s.-WL 

TOTALIDATA= m 
#DETECTS= 71 

XNONDETEClS = 1% 
3136 I 

CNONDEIWXS > 3r NONDEIIET- 10 
TOTAL # STATISI'ICAL DATA = 215 

HOTSPUT ANALYSIS 
LOCATION=O974 RESULT= IlaO.mmmm0 W L  QUAL= 
L O C A T I O N = W  RESULT= 14X~ommOOm U G L  QUAL-E 
LOCATION=4387 RESULT- 1m.cOOWOam UGIL QUAL-B 
LOCATION=O974 RESULT= lYa.cOOWOam U G n  Q U A L - D  
LOCATION=O974 RESULT= 1Ya.oOOmOOW W L  Q U A L = D  



LOCATION 0 0974 
LOCATION .i 0974 
LOCATION = 4381 
LOCATION = 0974 
LOCATION = 0974 
LOCATION = 0974 
LOCATION = 0974 
LOCATION = 0974 
LOCATION = 438l 
LOCATION = 0974 
LOCATION = 0974 
LOCATION .c 0974 
LOCATION = 4387 
LOCATION = 4387 
LOCATION = 4387 
LOCATION = 4387 
LOCATION = 4387 
LOCATION = 4387 
LOCATION = 4387 
LOCATION = 4387 
LOCATION = c)87 

LOCATION = 4387 
I H O T r n S =  n 

RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
REWLT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 

1500.0000000000 
18m.0000000000 
amo.0000000000 
amo.0000000000 
m.0000000000 
m.0000000000 
2300.0000000000 
zyK).arxmooM 
2suJ.0000000000 
mo.0000000000 
mo.0000000000 
mo.- 
32al.arxmooM 
m.0000000000 
3200.0000000000 
3400.0000000000 
3600.0000000000 
4200.0000000000 
m0.- 
m.0000000000 
s 7 o O . m  
am.0000000000 

U G L  
U G L  
UGL 
U G L  
UGL 
U G L  
U G L  
UGL 
UGL 
UGL 
UGL 
U G L  
U Q L  
U G L  
U G L  
U G L  
U G L  
U G L  
U G L  
U G L  
U G L  
UGL 

QUAL E D 
QUAL - 
QUAL = E 
QUAL e 

QUAL BE 
QUAL = BE 
QUAL = 
QUAL D 
QUAL = 
QUAL = D 
QUAL = 
QUAL = 
QUAL = D 
QUAL = D 
QUAL = D 
QUAL= D 
QUAL = 
QUAL = E 
QUAL = E 
QUAL = 
QUAL= E 
QUAL = D 



..) 

CHEMICAL= TIC 

MAXDETECT= sO.0000000000Van 
hflNDETECT= 8.- UQn 

MEAN= 282333333333 wn 

e 
SPDDW= z . 6 5 9 z m w m  von 

UCL= 533.Bi4rwS17Mso6 W35 

NORMAL STAT = 0.8542472125S917V8 
aUeIR0 AND WIIJC GWDNESSOF-FIT TEST -NORMAL DWRIBVI'ION 

=STAT= 0.767 
DISTRIBUIWN 1s NORMAL - NORMAL STAT > TSW STAT 

GEOMEAN= m . m i ~ 9  ucin 
OEOSI'DDEV= U O L  
GEOMETUCL= 22.82218942822181 W L  

S"R0 AND WILK O O O D N F S M F - ~  TEST - LOGNORMAL DISTRIBUI'ION 
LOGNORM STAT = 0.956s11816g289pBs 

TESTSTAT= 0.767 
D-WON IS LOONORMAL - LOONORMAL STAT > TEST =AT 

MEDIAN= JlUmmOa, U Q n  
MEDIAN WIL = NOT -WED - INsuFFlCIprr DATA 

TOTALXDATA= 3 
CDJTFLTS= 3 

UNONDElT.CB= 0 
DETEcrFREQ= 100.00 16 

U NONDETECTS > 2x NONDETECT MMfMuM = 
TOTAL. # STA"lCAL DATA = 

0 
3 

HOTSPWT ANALYSIS 
NO HOTSPOTS FOUND 

cHFMlcAL= TOLUENE 

MAXDETECT= nO.0000000000 UWL 
MIND== O.ly)(xIIoMo UQK. 
MAXNONDET= 700.0000000000 W/L 
hflNNONDET= OdOOOOOMOO W L  
Sl'DNONDm= 5.LmOWOWO UOIL 

MEAN = 12.1335500000 WK. 

UCL = 17.27908920662014 UGK. 
~ D W =  3x1- win 

D'AOOSTINO'S OOODNESSOF-FlT TEST -NORMAL DEXRDUIWN 
LOONORM =AT = -80.80833675247W 

STATRANGE -2391 - 1.4% 
DETRIBVI'ION 1s NOT NORMAL - NORMAL STAT NOT WIlWIN STAT RANGE 

GEOMEAN = 3.715950223909 W L  
GEOSI'DDW= 4.4809618694Z W/L 

D'AGOSTINO'S OOODNESSOF-m TEST - LOONORMAL DEXRDVI'ION 
LOONORM STAT c -29.652615691421 

GEOMETUCL= 4 . 3 3 m w 4 a 4 ~  uon 

SATRANGE = -2.391 - 1.4% 
DJSI'RIBWION 1s NOT LOGNORMAL - LOGNORM STAT NOT M STAT RANGE 

MEDIAN= 5.0000000000 UOn Q U A U F W - U  
MEDlANucL= 5.- wn 

W A L . l D A T A  = ?a 
mDErEcrs= P 

# N O N D E E C H =  100 
DETECTFREQI 10.31 % 

U N o ~ > 2 c N O ~ ~ =  P 
WAL U STATlsllcAL DATA = 100 - H m  ANALYSIS - 
NO HOTSVTS FOUND 



_- 
CWEMIcAt = TOTALXYLGNES 

M A X D ~ =  zawmmmucn 
MINDEZKT= 1.0WOWOWO UG/L 
MAXNONDm= 1M).aa)(WXM000 U G L  
M I " O N D m =  2- W L  
STDNOND€T= 5.- UG/L 

MF.AN= 4.87%2051282 UGL 
STDDEV = 0.613344642293 W L  

UCL = 4.974456SW1749 W L  
D'ACK)STINO'S OOODNESSOF-FIT TEST - NORMAL DLWRIBUTION 
LOONORM STAT = - n . e m w n m s  

STATRANGE = -2445 - 1.432 
DISI'RLBUTION JS NOT NORMAL - NORMAL STAT NOT STAT RANGE 

OWMEAN= 4-944 U G L  
O E O ~ D E V =  1-1952 u m  
GEOMFTUCL= 4.m95694118 W L  

D'AGOSTINO'S O O O m F m  TEST - LDGNORMAL DLWRIBmON 
LOGNORM STAT = -78J49mso9(nl 

STATRANGE = -2445 - 1.432 
DWRIBVIION U NOT LOONORMAL - LOONORM STAT NOT IN STAT RANGE 

MEMAN= 5.moammO U G L  QUAIJFIER-U 
MEDIANufl= 5.- U G 5  

TOTALIDATA= 16% 
#DEl'ECR3= 5 

#NOND€l'JXXS= 183 
DETECTFIW= ?A% 

I I NONDETECTS > Z NONDJ3ECl' MINIMUM z= 32 
TOTAL I STATISI'ICAL DATA = 

-HOTSPOTANALYSIS- 
NO HOTSPOTS FOUND 

1% 

cHm4IcAL- ToXApHENE 

MAXNO-= 1Maowooa) W L  
MJ"ONDE"= 1.- U G L  
STDNONDET= 1- U G L  

MEAN= 1.0000000000 W L  
m D E V =  0.- W 5  
ucL= 1.- W L  

SHAPlRO AND wIIl( GOOD-F-FJT TEST -NORMAL DISI'IUBUI'ION 
NORMAL STAT = 

TESTSTAT= 0.920 
DMTUBvI1ON JS NOT NORMAL - NORMAL STAT C STAT 

GEOB+EAN= 1.- UGL 
GWSPDDEV.; 1.- U G L  
GEOWZUCL= 1.38438762487WM U G L  

SHAPIRO AND WILK GOODNESSOF-m TEST - LOONORMAL DISl'RIEUl'ION I 

LOONORM STAT = 
TE5I'STAT= 0.920 

DISI'RLBVIION lS NOT LOONORMAL - LOONORMAL STAT < TEST STAT 

MEDIAN= 1.- W/L QUALIFIER=U 
1- W L  

TOTALIDATA= 26 
XDEI'FCTS= 0 

INONDJ3lWXS= 24 
DElWXFREQ- 0.m % 

#NONDETEms>2KNONDJ3ECl'MINIMuM= 0 
TOTAL I ~PATISPICAL DATA = m 



CHEMICAL = TRICHLOROEIXENE 

MAXDEI‘KT= 14000.- W 5  
MINDEi’Ei3= O.lpa)(wmo W 5  
M A X N O N D E T t  S.oa)(xxMom W 5  
M M N O N D m =  0.- W L  
SlTlNONDCP= 5.- W L  

ME4Np 10473814666667 U Q 5  

UCL = 1411.14816301676092 W 5  
SlTlDEV- 2l83.92S7W9l659 U Q 5  

TYAQOSIWO’S OOODNES4Fm TEST-NORMALDIWFUBWIWN 
LIMNORM STAT = -SS.OSlllWa)6174 

STATUANQEs -2369- lsdD 
DIWFUBUlWN IS NOT NORMAL - NORMAL STAT NCfl‘ %” STAT RANGE 

QEOMEAN= 14.03JZ45361071 U Q 5  
QEOSIZ)DEV= U Q 5  

*QFDMETUCL.= 1734498377826048 W 5  
TYAWs1wO’S OOODNESSOF-~ TEST - LIMNORMAL DISITUBvI1oN 
IDQNOM STAT = -13.- 

SfATRANGE = -1.369- 1JP 
DETWBWlON 1s NUT UXlNORMAL - IDQNORM STAT NUT IN STAT RANQE 

MEDIAN- 5.- W 5  Q U A U F W = U  
MEDIANucL= s.mmooamm, W 5  

TOTALIDATA= m 

DEFECT- = i.n I 

uDETEcm= 86 
#NoNDJmXm= 139 

J N o N D ~ > 2 c N M l N I M u M =  0 
TOTAL I STA”ICAL DATA = - HOTS#JT NWL.Y!SIS 

225 

LOCATION - 0487 
LocATlON - 32591 
LOCATION = 32591 
LOCATION = 1074 
LOCATION - 1074 
LQCATWN = 1074 
LOCATION - 0487 
LOCATION - 6986 
LOCATION = 0487 
LOCATION 1074 
LOCATION = 0487 
LOCATION = 1074 
LOCATION - 4387 
LOCATION = 0487 
LOCATION - 1074 
LOCATION = 1074 
LOCATION = 1074 
LOCATION = 1074 
LOCATION = 1074 
LOCATION 1074 
LOCATION = 0487 
LOCATION = 0974 
LOCATION = 4387 
LOCATION 4387 
LOCATION = 0974 
LOCATION = 0974 
LOCATION E 0974 
LOCATION = 4387 
LOCATION - 4387 
LOCATION = 4387 
LOCATION - 4387 
LOCATION - 4387 
WCATION = 4387 
LOCAnON - 4387 
LOCATION - 4387 
LOCATION = 4387 
LQCATION = OPN 
LOCATION - 0974 
LOCATION = 0974 
LOCATION = 0974 
LDCATION = 0974 
LOCATION - 4387 
LOCATION = 4387 
LOCATION - 0974 

RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
REsLnT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESU:; = 
RESULT - 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 

RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT 
RESULT = 
RESULT = 
RESULT = 
RESULT = 
RESULT = 

RESULT 6 

610.- W 5  QUAL = 
640.- U Q 5  Q U A L - D  
68o.mrmoaoO U Q 5  Q U A L = E  

loo.00MaXa00 W 5  QUAL= 
79O.MMOOQ100 W 5  QUAL= 
ssO.wmmOaI0 W 5  QUAL= D 
88o.anmXWm W 5  QUAL= 
89o.WWWOOW U Q 5  QUAL= 
~ . O W O O O O m  U Q 5  Q U A L I E  
1100.00MaXa00 U Q 5  QUAL= 
1Po.Ommmm U Q 5  Q U A L - D  
12UO.ocKCWmO W 5  QUAL= 
lPo.ooWOORm U Q 5  Q U A L - E  
1Po.OWOOOOm W 5  Q U A L I D  
im.m000Mu)0 U Q 5  QUAL= 
1Po.OWOOOOm U Q 5  QUAL= 
13OO.OWOOOOm UQ5 Q U A L - D  
1400.OWOOOOm W 5  QUAL- 
1400.- W 5  QUAL- 
1700.mmooMo W 5  QUAL= 
lSOO.wmmOaI0 W 5  Q U A L - E  
poo.OWOOOOm W 5  QUAL= 
z1oo.OWOOOOm U Q 5  Q U A L I E  
2800.000aa0000 W 5  QUAL= 
m.00MaXa00 W 5  QUAL= 
uoO.OOM)(m000 Van Q U A L L E  
4400.- U Q 5  QUAL=E 
47CO.mmooMo W 5  Q U A L I E  
47CO.ommmoO W 5  Q U A L = E  
Swy).OWOOOOm W5 QUAL= 
%Xl.OWOOOOm W 5  Q U A L I D  
%Xl.OWOOOOm W 5  Q U A L I D  
~ . O W O O O O m  W5 Q U A L I D  
7Y10.000aa0000 W 5  QUAL= D 
W 0 . m  U Q 5  QUAL= 
87m.maMmao W 5  QUAL= 
88OO.omommO W 5  Q U A L = D  
88OO.OWOOOOm W 5  QUAL=D 
8800.00MaXa00 W 5  Q U A L I D  
9800.00000(30000 W 5  QUAL= 
llOW.00MaXa00 W/L Q U A L I D  
1lmO.OWOOOOm W 5  Q U A L I D  
1loOo.mmooMo W 5  QUAL= E 
laaO.OWOOWm0 W 5  Q U A L I E  



CHEMICAL = T R I C H L O R O F L U O R O ~  

M A x D J z E m -  lOdm000m00 U G 5  
MINDEm.m= 1.1- UGL 
MAXWNDET- 25.mammavoL 
mNONDET= OJmmaOOOUoL 
STDNONDEr- OJOmxramvoL 

MEAN = 1.5515lSlSlS U G 5  
SI1)DEVa 2866432817677 UGL 
u a =  252951968699230 UGL 

NORMALSTAT= O.W735742%825714 
SHAPIRO AND w11l< G O O D N D S O F m  TEST -NORMAL D m U l l O N  

TESTSTAT= 0.931 
DIsI1IlBvIsoN Is NOT NORMAL - NORMAL STAT < TEST =AT 

G W M E A N =  0.72437110602n U G 5  
G W s l p D E V =  23SaiWA924 U G 5  
GEOMETUCL= 1 . 5 9 7 2 3 1 ~  UGL 

-0 AND WIUr GOODNEsSoF-nr TEST - LOGNORMAL DlslwBvIlON 
LOGNORM STAT = O.Qs6OsBMI210499 

DlsIlllIlvlxlN IS NOT LOGNORMAL - LOGNORMU =AT < TEW =AT 
T E 3 l ” A T  = 0.931 

MEDIAN= O J m n m o o  wih QUAUHER-U 
MEDUNUCL- o j m m m m a x I J G / L  

TOTALlDATA = 36 
#DETECTS= 5 

#NO- = 31 
D m F R E Q  = 13.89 I 

#NO- > ZxNONDElFXXMINlMUM = 3 
TOTAL # S T A W C A L  DATA = 

HOTSPOT ANALYSIS - 33 

NO HOTSWTS FOUND 



m C A L  = VINYL ACETATE 0 
MAXD== 8 M O m m M O W L  
MIND-= 8- U G L  
MAXNONDm= 1400.mmamO WiL 
MINNONDEI' = 10.- W L  
Sl'DNONDEI' = 10.- W L  

MEAN = 9.w61111111 W L  
tZDDEV= 0.168%@56765 U G L  
UCL = 10.01323EWX6611 W L  

D'AGOSIMO'S O O O D N E S O F m  TEST - NORMAL MsIlllBvlloN 
LOONORM STAT = -9627421267219245 

DlsIllIBvIloN 1s NOT NORMAL - NORMAL STAT NOT WTF" STAT RANGE 
STATRANGE E -2.464 - 1.09 

GEOMEAN= 9.98451- WiL 
G E O S I D D E V =  1.03- W L  
G F . O m U C L . =  10.1509041379XTB W L  

D'AOOSIWO'S OOODNESSOF-m TEST - LOONORMAL DISI'RIBUIION 
L43GNORM STAT = -9627421X73066 

DISI'RIB~NISNOTLOONORMAL-LOONORMSTATNOTMSTATRANOE 
STATRANGE= -2.464- 1.409 

MEDIAN= 10.- U G L  QUAllFW=U 
MEDIANucL= 10.- W L  

TOTAL I DATA = 176 
XDEFECrS= 1 

INONDEECTS= 175 
DETEcrFREQ= 0.57% 

INONDEFECrS > 2rNONDETFI=rMMIMuM = 32 
TOTAL (I STATISPICAL DATA = - HOTSPOT ANALYSIS 
NO H O T m  FOUND 

144 

CHFMlCU = VINYLcHLoRlDE 

MAXNONDEI'= 1y)o.- WiL 
MINNONDm = 0.1- U G L  
SIDNONDEI' = 10.- W L  

MEAN= E.ZWSLW~WIL 
SIPDEV= 3 . 7 s w 4 w ~ a  win 

W.X= 8.8237lpobzt7M W L  
D'AGOSIWO'S OOODNESOF-m TEST -NORMAL DISI'RIBUITON 
LOGNORM STAT - 41.65ZS??6??595V 

DlSlWEUI'ION 1s NOT NORMAL - NORMAL STAT NOT W" STAT RANGE 
STATRANGE -2.a- 1.486 

GEOMEAN= 5.019426186c15 U G L  
GEO Sl'DDEV = 4.461146684944 W L  
GEOMETUCL= 5.64W?3522504E U G L  

D'AGOSIWO'S OOODNESSOF-m -LOGNORMAL DISI'RIBWllON 
LOGNORM STAT = 4221987@0S339 

D W W B m O N  1s NOT LOONORMAL - LOONORM STAT NOT M STAT RANGE 
STATRANGE= - 2 4 0 -  1.486 

-IAN= 10- W L  QUAUFXER=U 
hEDIANUCL= 10.- U G L  

TOTALIDATA- Pg 
ID-= 0 

#NO-= m 
~ F R E Q =  o m s  

INONDEI'ECXS > LNOND-MINlMUM 32 
TOTAL I STATISllCAL DATA = 193 



CHRdICAL = W - B H C  

MAXDETECT= O.la00Mm00 U G 5  
M f N D E l X T =  0.- U G 5  
MAXNONDm= 0.- U G 5  
MINNONDIT- 0.- U G 5  
sFDNONDm= O . c l m m m 0  U G 5  

MF.AN= 0.M39230769 U G 5  
STDDEV- 0.014R~481 UGL 

ucL= O . o m ~ l m 5 9  w5 

NORMAL. STAT = 03982110749795313 
SHAWL0 AND WlLK OOODNESS-OF-FIT TEST -NORMAL DETRIBWI'ION 

TESISTAT = 0.920 
DEl'RlBvz1oN IS NOT NORMAL - NORMAL STAT C TEW STAT 

QEOMWLNL O.OS~597191 U 0 5  
QEOslpDEV= 130929414W UGR. 

sMpIROANDwILKooODNESS-OF-FITTEST-uKtmlRMALDIspRIB~ON 
LOGNORM STAT = 0306376841SVZ695 

DEl'RlBW'ION IS NOT LOGNORMAL - LOGNORMAL. STAT C TEST STAT 

GFDMJ?I'UCL= 05175433WW3Sl UG5 

TESTSTAT= 0.920 

MEMAN= 0.- U Q 5  Q U A L l F w = U  
MEDIANUCL= 0.- U G 5  

TOTAL#DATA= m 
#DEIlXTS= 2 

I N O N D m S =  24 
DETEcrFREQ = 7.69 '16 

TOTAL I STATEIICAL DATA = 
'#NO- > 2xNONDElTLTMINhrmM = 0 

m 

HOTSPOT ANALYSIS 
NO HOTSWlX FOUND 

- 

CHhiICAL = alp&cHLoRDANE 

MAxNONDEr= 0.5ommoo UG5 
M I " O N D m =  O.YXXOOM00 W 5  
Sl'DNONDl?T- 0.5ommoo UQA, 

MEAN= O J O a a m m O U G 5  
SlDDEV= O . m m x m m 0 0  U G 5  

u a =  0- UG5 
S H A P l R O A N D ~ o o O D ~ F - F F ~ - N O R M A L D E l ' R l B W ' I O N  
NORMAL STAT = 

DlSTRlBW'ION IS NOT NORMAL - NORMAL STAT < TEST STAT 
TESTSTAT = 0.920 

G E O M E A N I  0- U 0 5  
G E O S l D D E V -  1.- U G 5  
GEOMFI'UCL= 0.8843876- U G 5  

SHAPlRO AND WlLK OOODNESSOF-FIT TEST - LOONORMAL DISTRIBVl'ION 
LOGNORM STAT = 

DLWRIBWI'ION IS NOT LOONORMAL - LOGNORMAL STAT C TEW STAT 
TESTSTAT= 0.920 

MEDIAN= O J m m m a ,  U G 5  Q U i u p l E R = U  
MEDIANUCL= 0.- UG5 

TOTALXDATA= 26 
#DElECl'S= 0 

I N O N D ~ =  m 
D ~ F R E Q =  oms 

TOTAL I S T A ~ C A L  DATA = 
I N O N D ~  > 2 r N O N D ~ M I M M u M  = 0 

m 



M A X D m =  O.MsmmooW/L 
MIND-= 0.Msmmoo UQL 
M A X N O N D m =  0.- UQL 
M I N N O ~ ~ =  onymmm Von 
S T D N O N D m -  0.- UQL 

MEAN= O.OSI523077 U Q L  
S T D D E N =  0.000961538462 W L  

UCL = 0.05056191111776 UQL 

NORMAL STAT = OdD19851W9575W2 
SHAPIJtO AND WEX O O O D N E S S O F m  TEST -NORMAL DWKUBUI'ION 

TESTSTAT 5 0.920 
DISI'JUBUIlON IS NOT NORMAL -NORMAL STAT C TEST STAT 

QEOMEAN= O.MO183525166 UQL 
QEO S"D DEN = 1018497B5644 UQL 
G E O m U C L =  0.44168160836411 U Q L  

-0 AND WIUC O O O D N E S S O F ~  TEST - LOONORMAL DISI'RIBUITON 
LOONORM STAT = 0~198514p6Mw9) 

DISI'JUBWION IS NOT LOGNOJWU - LOGNOW STAT < TEST sTAT 
TESTSTAT= 0.920 

MEDIAN= O.O%IOWOO U O L  Q U m = U  
MEDlANUCL= O.MmOoMMaa0 UQ/L 

TOTALIDATA= m 
I D E E C T S =  1 

INONDlXECTS= 25 
DETFLTFREQ = 3.85 B 

TOTAL I STATISTICAL DATA = 
I INONDlXECTS > ZNONDEIWXMMIMUM = 0 

m 

HOTSPOT ANALYSIS 
NO HOTSPOTS FOUND 

CHFMICAL &-1,2-DICHLOROJZlWENE 

M.AXDETFLT= O.-UQL 
MINDEIWT5 0.18Mxaomo UQL 
MAXNONDET= 5.mmooOa, UQL 
MI"0NDm = O . l O m m m ,  U Q L  
mNONDm= 0.lammm UQL 

MEAN = 0.1254564% UQL 
s I I ) D E V =  O.lJon1956456 W L  
uCL= 0.1-673 UQL 

SHAPIRO AND WEX O O O D N E S S O F ~  TEST -NORMAL DISI'RIBUTION 
NORMALSTAT = OdDywrr265149949 

DISI'RIBUI'ION 1s NOT NORMAL - NORMAL STAT C TEST STAT 
T E S T S T A T =  0.931 

oEOMEAN= O . l c % l S s ~  W L  
GEOSI'DDEV- 1.4612BS45VZ U G 5  
QEOMETUCLt 0.60723663862882 W L  

SHAPIRO AND WllJC OOODNESSOF-m TEST -LOGNORMAL DWKUBUTION 
UXiNORM STAT = 0.23812433785~ 

T E S s T A T =  0.931 
DISI'RIBUTION IS NOT LOONORMAL - umrw1u. STAT c TEST STAT 

MEDUN= 0.1000000000 uon QUAUFW-u 
MEDlANuCL- 0.1- van 

T O T A L I D A T A -  34 
I D E l W X ? 3 =  1 

#NO-- 32 
DETFLTFItEQ= 5.88% 

INONDElBXS > h N O " W 3 M M I M U M  - I 
TOTAL I STATlSllCAL DATA = 33 

HoTs#fi ANALYSE3 
NO HOTSPOTS FOUND 

3 



- 
-CAL = ob-1,3-DlcJHLoROPROPENE 

MAXNONDET 700.- UGL 
MMNONDET - 0.lmMOmr) UGL 
SI'DNONDET = 5.- U G L  

MEAN = 4.1534031414 U G L  
mDEV= 1 . 8 5 m 1 8  I J G L  

UO, 4.41611~122710 UGL 
D'AGOSIWO'S OOODNESSOF-FTT TEST - NORMAL DlspRlBvIlON 
LQGNORM STAT = 42.89u66Ro49896 

STATRANGE = -2.m - 1.483 
DlSl'RrBUTION IS NOT NORMAL -NORMAL STAT NOT STAT RANGE 

GEOMEAN= 250493815149 UGL 
GEOSI'DDEVs 43683363323602 UGL 
GEOMETUCL= 3 . 1 6 5 8 5 0 3 ~ 3 0  U G L  

D'AGOS"0'S ooODNlEssoF-FITTEsT-LOGNORMALDlSl'RrBUTION 
LOGNORMSTAT= -42- 

MspRJBvllON IS NUT LOGNORMAL - LWNOW STAT NOT IN STAT RANQE 
SI'ATRANQE - - 2 . m  - 1.481 

MEDIAN= 5- UGlL QUAUFIEU=U 
MEDUNUCL= J-UGL 

TUTALIDATA = 223 
UDJ3l7Xl%= 0 

INONDETECE= 223 
DETECTFREQ= 0.00% 

U N O N D m S  > Z NO- MINIMUM = 
TOTAL I STATISTICAL DATA = 

32 
191 

CXEhfICAL = &Im-BHC 

MAXNONDET = 0.- UQlL 
MINNONDET = 0.- U G L  
SI?)NONDET= o.omooomo van 

MEAN= o.OmomM0 UGL 
STDDEV= 0.- U G L  

U C L =  0.- UGL 
SHAPIRO AND WILK OOODwEsSoF-m TlW - NORMAL DBIIUBUTION 
NORMAL STAT = 

DISTRIBUTION IS NOT NORMAL - NORMAL =AT C TEST =AT 
TE.WsTAT= 0.920 

GEOMEAN- 0.- U G L  
GEOSI'DDEV- 1.- IJGL 
GEOMETUCL= 0.434387624S7CS4 U G n  

W I R O  AND WlLX OOODNESSOF-m T E S  - LOGNORMAL DMWBUTION 
LOGNORM STAT = 

D"IUBWl0N IS NOT LOGNORMAL - LOGNORMAL STAT C TEST SI'AT 
TESTmAT = 0.m 

MEDUN= 0.- U G L  QUALlFlDl=U 
mwua= o.mmmmomr, van 

TOTALIDATA = m 
I D E T E C E =  0 

I N O N D ~ S -  m 
DJTECTFREQ = 0.00 % 

I NONDElWXS > 2x NONDIXECl' MINIMUM = 0 
mu I SI'ATETICAL DATA = m 



ClmdIcAL = UnWm-BHC (UNDANEJ 

MAXNONDEl'm O.Omoam0 UGL 
MI"ONDEl'= 0.- I J G L  
sIpNONDET= 0.- W L  

MEAN- O.Omoam0 U G L  
~ D E V =  o.mmommx, wn 

UCL= 0.- U G L  
S H A P I R O A N D W l L X O O O ~ F ~ T E S T - N O R M A L M s T R I B v I 1 o N  
NORMAL STAT = 

TESTSTAT= 0.m 
DlSlXlBUlTON IS NOT NORMAL.-NORMALSTAT C TEST STAT 

GEOMEAN- 0.- U G L  
GEOSPDDEV= 1.- UGL 

SHAPIRO AND WUX OOODNEsfoF-FIT TEST - LOONORMAL DWIUBUI'ION 
GEOhfETUCLL: 0.4343876%SX64 UGR. 

LOONORM STAT = 

DLWRIBUI'ION 1s NOT LOONORMAL - LoaNoRMAL STAT < TEST STAT 
TESTSTAT- 0 . m  

MEDIAN= 0.- U G L  QUAIJFIER=U 
UEDUNUCL= 0.- UQR. 

TOTALIDATA= 26 
XDETEcrs= 0 

a~0mErEcr~- 26 
DETEcrFREQ = O m  I 

#NONDElWXS>2cNOwDnurrMlNMUh4= 0 
TOTAL a STAT~S~~CAL DATA = 26 

CHEMICAL = p m r m c " E  

MAXNONDEl'= O J m m u m  UGR. 
MI"ONDEl'= O J m m u m  U G L  
STDNONDEl'= 0- U G L  

MEAN= O J a r a a m o U G L  
mDW= 0 . v  UGL 

UCL- 0.- U G L  
SHAPIRO AND WlUC O O O D N E s f o F ~  TEST -NORMAL D-UI'ION 
NORMAL STAT = 

DISIWBUITON 1s NOT NORMAL - NORMAL STAT < TEST SPAT 
TESTSTAT = 0.920 

GEOMEAN= O s m m o m r X ,  UGL 
GEOSPDDEV- 1.- IJGL 

SHAPDlO AND WlLX OOODNESSOF-m TEST - LOONORMAL D-VIION 
GEOhfETUCL- 0.88458762487W4 U G L  

LOONORM STAT = 

DKIWBUI'ION 1s NOT LOONORMAL - LWNORMAL STAT < TE.W STAT 
TESTSTAT = 0.m 

MEDIAN= O s m n O a m  U G L  Q U A U F W = U  
MEDUNuCL= O J o m m a a m O o  UGL 

T O T A L ~ D A T A =  ab 
aDErEcrs= o 

XNONDETECIS= 26 
DErEcrFREQ= 0.00001 

XNONDEIXTS > 2cNONDETEcrMlNMUh4 - 0 
TOTAL a STATISI~CAL DATA = 26 



cHFMlCAL= n - B U N L B E " E  

MAXNONDm = lO.OOOWM00 U G L  
MINNONDm= 0.pmmmO U G L  
mNoNDm= osummm UGL 

MEAN= 02LwmmoOuGL 
!Jll3DEX= OnmamoooaX, U G L  
ucL= 0- UGL 

SHAPJRO AND wIIl< GOODNESSOF-FIT TEST - NORMAL DISITUBVI'ION 
NORMAL STAT = 

TESTSTAT- 0.931 
DlSlTUBUlTON IS NUT NORMAL - NORMAL =AT C TEST STAT 

QEOME.AN= 0.- U G L  
OEOSI'DDFX = 1.- U G L  
G F , O W U C L =  0.541192aM6n17 UGiL 

-0 AND WlUC G O O D N E S O F - ~  
LOONORM STAT = 

- LOGNORMAL DWl'IUBUllON 

TESTSTAT= 0.931 
DISTRIBWI'ION 1s NOT LOGNORMAL - LOGNO- STAT C TEST STAT 

MEDIAN= 0.- U G L  QUAUFIER=U 
MEDuNUCL= 0.- U G L  

TOTALlDATAI 34 
IDJZ'FLTS= 0 

XNONDEll3XS= 34 
D E E C X F R E Q  = 0.m % 

INONDElECTS > hNONDElW3MIMMUM = 1 
TOTAL a STATISTICAL DATA = 33 



QlFMlcAL = pPROPYIBE"E 

MAXNONDET xs 10.mmOma UGL 
Ml"ONDm= 0.- UGL 
STDNONDET= 0.- W L  

MEAN= 0.zmanmOWL 
STDDFX= 0.- W L  
ucL= 0- UGL 

a 

SHAPlROANDWILX.OOODNESSOF-FIr'TEW-NORMALMSPRlBVllON 
NORMAL. STAT 

DlSlWBUllON IS NOT NORMAL - NORMAL =AT C TEST STAT 
TESTSTAT= 0.931 

QEOMEAN= 0- U G L  
O E o s l p D E V =  l.OWWWWW0 UGL 
Q E O W V C L =  05411920561317 VOn 

SHAPIRO AND WlLK OOODNESSOF-FTT TEST - LOGNORMAL DWRIBWON 
LDGNORU STAT = 

DISEUBUI'ION IS NOT JRGNORMAL - JRGNORMAL STAT < TEST STAT 
TESTSTAT= 0.931 

MEDUN= 0.- UGL QUALIFIER=U 
MEDxANucL= 0.- UGL 

TOTALIDATA= 34 
IDE"E€TS= 0 

XNONDEl7XTS= 34 
DErECrFRGQL 0.00 % 

UNONDEECIS>~KNONDETECXMINIMUM= 1 
TOTAL W STATISIICAL DATA = 33 

CXRbncN. = &HL4xlUroLuENE 

MAXNONDET= s00.- UWL 
h U " O N D E T =  O d m m m u  V G L  
STDNONDET - 0.zmmmnO :ion 0 

MEAET= OdmmmmUGL 
S~PDEV= 0.- wn 

UCL= 0.aDooOmmMxK) UGL 
!MAPlRO AND wIIl< OOODNESSOF-FtT TEST -NORMAL. DLWRtBUIlON 
NORMAL STAT 1 

DMWBUllON IS NOT NORMAL - NORMAL =AT C TEST STAT 
TESTSTAT= 0.931 

OWMEAN= 0- W L  
GMSTDDEV= 1.- WL 
G M W U C L =  0.54119Z0567317 U G L  

SHAPIRO AND WILX. G O O D m F m  TEST - LIMNORMAL DWRIBUllON 
LOGNOFW STAT = 

DWRIBUI'ION IS NOT JRGNORMAL - LOGNORMAL STAT < TEW STAT 
TESTSTAT= 0.931 

MEDIAN= 0.- WA. QUALIFIER=U 
MEDIANuCL= o.loOawmmm0 UGL 

TOTALIDATA= 36 
uDErEcTs= 0 

CNONDEECIS= 36 
Dl3TJXTFREQ = 0.00 Z 

I NONDEnXm > h NONDEl7XT MINIMUM = 3 
TOTAL I STATISPICAL DATA .) 33 



CHDUIICAL- pcHulRoMLuENE 

M A X D E ” =  0.SaxammUGL 
mDlnECr= 0.6mxymOo UGn 
MAXNONDm = 150.0000000000 UGL 
Ml”ONDm = 0.2000000000 U G L  
m m m =  03mmmx, wn 

MEAN = 0.2121212121 UGL 
mDEv= o.o68M79)(1297 UGIL 
UCL= 023551605549765 W L  

NORMAL STAT = 0.37813109650000001 
SnAWtO AND WILK O O O m F m  TEST -NORMAL DISIWEUITON 

-STAT = 0.931 
DlsflllBvIlON 1s NOT NORMAL - NORMAL STAT C Tl3T STAT 

GlDMEAN= 0 . p 6 n m z I u 3  W L  
GEOSlDDEV= 1.-1 UGL 
GMMETUCL = 0.61866591895518 UGL 

sHA9iRO AND WILK OOOD-Fm TEST - LOONORMAL DBIIUBUITON 
U)GNORM STAT = 0.1781p9654ao097 

=STAT= 0.931 
DEBWBUITON IS NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 

MEDIAN= 0.- WIL Q U A U F W = U  
MEDIANuCL= 0.- UGL 

WTAL#DATA= 36 
#DErJxTs- 1 

#NONDETEcn= 35 
DErEcTFRFQ= 118% 

I NONDElEfTS > Zx NONDIXFLT MMlMvM = 
TUTAL I STATISI’ICU. DATA = - HoTspoT ANALYSIS 
NO HoTspoTS FOUND 

3 
33 

CHEMICAL= P-cnmNE 

MAXNONDEI’ = 10.- WIL 
MI”ONDET= 0.2000000000 UG/l 
mNONDm= 03mmma,  UGL 

MEAN= O ~ U G I L  
m m =  0.- WIL 
UCL= O . p m m m o O m a ,  UGIL 

SHAPIRO AND WILK OOODNESSOF-FIT TEST - NORMAL DW’RIBUITON 
NORMALSTAT = 

DWIUBUITON Is NOT N O W  - NORMAL S A T  < TEST STAT 
=STAT= 0.931 

OWMEAN= 0.2MoOoMma) WIL 
OEOsI1)DEV= 1.- UGL 
O M m u C L  .i 0.S4119pM6nll UGL 

SHAPIRO AND WILK GOODNESWF-FII’ TEST - LOGNORMAL DISl’RDUITON 
LOGNORM STAT = 

TESTSTAT- 0.931 
DIsT’RIBvI1ON IS NOT LOONORMU - LOGNORMAL STAT C STAT 

MEDIAN- OamxmuW, UGIL QUAUFW=U 
MEMANUCL= O a m x m m a m O  UGIL 

TOTALIDATA= 34 
#DEFECI%= 0 

# N O N D m s =  34 
DErE4TFREQ= 0.00% 

I N O N D m  > kNONDElWXMIMM1IM = 1 
TOTAL # STATM7C.U DATA = 33 



MAXNONDEl' = 1O.WmaCJOm UGL 
MINNONDEC.; 09JOWoWO UGL 
SI'DNONDET- 0.- UGL 

MEAN= 0.pmmmo UGL 
mDEv= o.ooommmx, van 

u C L =  OdmOOOmOOmOO UGL 
gwApIROANDwlLKOOODNESOF~TEST-NORMALDLWRlBWlON 
NORMAL STAT = 

TESTmAT = 0.931 
DLWXUBWlON 1s NOT NORMAL - NORMAL STAT < TEST STAT 

OWMEAN= 0.- UGL 
GEOSI'DDEV= lmmoooaWm UGL 
G E O m U C L =  OY1192Ps6n17 UGL 

SIAPIRO AND "ILK ooODNEssoF-m TEST - LOGNORMAL DLWMBWlON 
LOONORM STAT = 

DISI'NBIJllON IS NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 
TEST.WAT = 0.931 

MEDIAN= 0- UGL QUALlFIER-U 
MEDIANuCL= 0- UGL 

TOTAL#DATA = 34 

XNOND-= 34 
DETEcrFREQ= 0.00% 

I NONDElW3.5 > 2x N O N D m  kmJIMuM = 
TOTAL I STATETICAL DATA = 

#-I 0 

1 
33 

CHEMICAL = ~DICHUIROPROPANE 

MAXNONDEC = Y.OWmO000 UGR 
M I " O N D E T =  OJDoMmao UGL 
SPDNONDET= OjomommO UGL 

MEAN= Osoammx,UGL 
Sl'DDEV- 0.- WL 
UCL= 0.- UGL 

0 
W J R O  AND WlLK OOODNES-OF-~ TEST - NORMAL DISI'NBWTON 
NORMAL STAT = 

TESTSTAT- 0.927 
DISI'NBUI'ION IS NOT NORMAL - NORMAL STAT < TEST STAT 

GEOMEAN= 0- UGL 
GEOSTDDEV= 1mmoooaWm UGL 
GEOMETUCL= O.-l UGL 

SHAPIRO AND WlLK O D N E S S O F - m  TEST - LOGNORMAL DLWXUBWTON 
LOGNORM STAT = 

DISI'NBWlON IS NOT LOGNORMAL - LOONORMAL STAT C TEST STr 
TESTSTAT= 0.927 

MEDIAN- OsamoaxX,  UG/L Q U A I I F W - U  
MEDIANucL= 0JOOOOMmmOQ)UGL 

TOTALlDATA = 31 
XDEECTS= 0 

INONDEECTS = 31 
DEI-E~TFREQ= o m s  

INONDEIECIX > !kNONDEI-EtTkmJIMuM 1 
TUTAL I SIATtWICAL DATA = 30 



c!HFMcAL= * n - B m E " E  

H A x D E l T i X =  4.- UGR 
MIND== 4.- UGR 
MAXNOND€T= 10.- UGR 
mNONDEr= 0.I1MmmmUGn 
SIDNONDEr- 0- UGL 

MEAN = 0.3151515152 IJGL 
m m =  0 . 6 5 1 ~  won 

U a =  O . S 3 l ~ 2 l z ? n i 5  van 
SHAPlRO AND WlLK OOODNESSOF-m TEST - NORMAL DXSlWBUI'ION 
NORMAL STAT = 0.1781- 

D l S l W B W "  1 NOT N O W  - NORMAL STAT < TEST STAT 
TESTSPAT= 0.931 

GEOMEANo 0319o(W65p9 UGL 
GEOmDEV= 1.611176558513 IJGR 
G E O m U C L -  0.789197979239SS U G L  

SHAPlRO AND WILK OOODNFSSOF-m TEST - LOGNORMAL DWWBWI'ION 
LOGNORM SFAT = 0 . 1 7 8 1 ~ 1 8  

TESTSPAT= 0.931 
D E l W B U I "  B mfi LOGNORMAL - L O G N O W  STAT TEST SPAT 

MFMAN- 0.Pamam UGL QU-=U 
M E D I A N V a =  OdmxmmmmUGR 

TOTALXDATA= 34 
XDCIWIFS- 1 

#NONDErEcrs= 33 
DJ?I'ECTF?tEQ= 294% 

=#NO- > 2tNONDElW3MINIMUM = 1 
TU'FAI. X STA' DATA = - H o T r n  ANALysls - 
NO HOTSWPS FOUND 

33 

-CAL = ara-l.2-DlCHL.OROFF"E 

M A X " w x =  1m.Ooaamm von 
MINNONDm= 0.1000000000 W R  
mN0NDEr- 0.1000000000 Von 

MEAN= O.lnmoaxX, UGR 
mDm= 0.- van 

U C L L  O.lOoammma, UGR 
SWAPIRO AND WIUC OOODNESOF+T TesT - NORUAL DISTRIBUI'ION 
NORMAL STAT * 

DKIWBUIWN lip NOT NORMAL - NORMAL STAT C TEST STAT 
TESTSTAT= 0.931 

GEOMFAN= 0.1- won 
GEOsII)DLy= 1.- UGL 
G E O M E T V a S  0.44119Pa56n17 WR 

sHApIROANDWIUCooODNEssoF-~~-LooNoRMALDlspRIBvIxlN 
LOGNORM STAT .i 

DISI'RIBIJ" IS NOT LOGNOF'MAL - UMNORMAL SPAT C TEST STAT 
TESTSI'AT- 0.931 

MEDIAU= O.lnmoaxX, UGR QUl l lp lER=U 
MEDiANucL= 0.1- UGL 

T O T A L X a A l A ~  46 
XDETECXS- 0 

#NO-= 46 
DEIWXFREQ= 0.00 % 

XNONDJnHX3>2tNONDEI"MINlMLM= 13 
TITIAI. X S M m A L  DATA = 33 



-IC& = ~ 1 ~ D I ~ R O P R O P E N E  

MAXNONDJZ= 'FJO.OWMIWO0 W L  
M I " O m =  0- W 5  
SPDNONDET= S m  W 5  

MEAN = 4.1s- W L  
SPDDEV.; 1.886444612081 U G L  
UCL= 4.41837491W W L  

D'AOOS1WO'S OOODNESS-OF-FlT TEST - NORMAL D m U l 7 O N  
LOGNORh4 STAT = -41.-1379 

DISIWBUi'ION 1s NOT NORMAL - NORMAL STAT NOT WIlWlN STAT RANGE 
STATRANQEx -2.400- 1.486 

GEOMEANr 2513188600146 W L  
GEQSIDDEV= 4.4.56749288491 UGIL 
OEOMET UCL 3.34196411410044 W L  

D'AGOSIINO'S OOODNESFOFW TEST - LOGNORMAL DIsTRIBvI1ON 
LOGNORM STAT = 413%2S74342 

DISIWBUlTON IS NOT LOONORMAL - LOGNORM STAT NOT IN STAT RANGE 
STATRANGES -2400- 1.486 

MEDIAN= S . m  W L  Q U m - U  
MEDlANucL= s.- W L  

TOTALIDATA= !Y?S 
IDJ?IWXS= 0 

INONDETECB= 225 
DETEcrFREQ= om 'A 

UNONDJm3XX 5 2INONDElEIXMINIMuM = 32 
TOTAL I S r A W C A L  DATA = 193 





a 

a 





APPENDIX A2 

SUMMARY STATISTICS - SURFACE SOIL 





ORGANICS 



-ACE SOIL - ORGANlCS'PESICID- - 8/13/92 
L 

(3IcMIcAL - 1 , 2 , 2 c T l U ~ R O B E K w E  

MAXNONDEC = CloAmmMoo UGKG 
m N O N D m =  340.- UGKG 
SI'DNONDJX= 3so.OmOWmOO UGKG 

MEAN= 377.cvzscnslm W K G  
Sl'DDEV= 42181630371862 UGKG 
UCL= 393.906Y)4y)412750 UGKG 

SUPIRO AND WILK OOODNESWFm TEST -NORMAL DlSlWBVIION 
WORMU. STAT = 0.67176221039RXS5 

TESTSTAT= 0.920 
DlSlXlBVl'ION IS NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN= 375.551955OSS443 UGKG 
GEOSl'DDEV= 1.10!775@15347 W K G  
G E X 3 m  UCL = 375.97653153436W3 UGKG 

SHAPIRO ANDwILKooODNESWF-~ TEST -WGNORMALDLWWBVIION 
WGNORM STAT = 0.-53% 

DlSlWBWON 1s NOT LOGNORMAL - WGNORMAL STAT C TEST STAT 
TESTSTAT= 0.920 

MEDIAN= 360- UGKG Q U A U C W = U  
MEDIANUCL= 370.- W K G  

TOTALIDATA= 26 
# D E I " =  0 

I N O N D ~ =  m 
DEECTFREQ= om% 

TOTAL I STATBTKAL DATA = 
f N0NDFI"ECTS > 2r NONDETECT MINIMUM 0 

m 

CHDdlCAL = 1 . 2 . D I c H L o R O B ~  

MAXNONDEC = Clo.ooaKmm, UQKG 
MMNONDEC = 3UJ.amOOOOM UCwKG 
Sl'DNONDEC= 350.0000000000 W K G  

MEAN= m.690416512) UGKG 
m D E V  = 42.18163U371862 W K G  
UCL= 393.9M4M4)412750 UGKG 

SIIAWlO AND wILK GOODNESSOF-m TEST -NORMAL DLWIUBWIION 
NORMAL STAT = 0.6717622103990685 

DLWIUBWN 1s NOT NORMAL - NORMAL STAT C TESC STAT 
TESTSTAT= 0.920 

GEOMEANt 375.551955055443 UGKG 
GEO Sl'D DEV = 1 . 1 0 9 7 ~ 1 5 W  UGKG 
OEOMm UCL = 375.9l853153436853 UGKG 

5WAPIRO ANDwILK000DNESSOF~TEST-LQGNORMALDlSlWBWON 
LOONORM STAT = 0 . V 5 3 5 ' 6  

DlSlWBVIlON Is NOT WQNORMAL - WGNORMAL STAT < TEST STAT 
TESTSTAT= 0.920 

MEDIAN= 383.0000000000 UGKG QUALIFIER-U 
HEDUNUCL- 3T~.m*wxammoo UOKG 

TOTALIDATA= m 
I D E l W X S =  0 

INONDEl'E4XS= a6 
DETECTFREQ = 0.00 % 

t N O N D m S  > 2r NOND- MINlMuM 0 
TOTAL a STATLWICAL DATA = m 



CHEMICAL = l,%DlCnnnROBE"E 

MAXNONDJT= 410.- UGKG 
M n U N O N D J T m  340.ommmoO UGKG 
SlDNONDEl'= 350.- UGKG 

MF.AN= ZV.W2Wi'69'23 UGKG 
SlPDEV = 42.181630371862 UGKG 

UCL= 393.906UWO4127S UGKG 
SHAPIRO AND WIUC ODNE!jS-OF-FTI' TEW - NORMAL DM'RIBUI'ION 
NORMAL STAT = 0.6117- 

TEsrSTAT= 0.910 
DISl'JUBUTION IS NOT NORMAL - NORMAL SPAT < STAT 

QFDMEAN= 375.5519SSMy43 W K G  
GEOSI'DDEV= 1.109756015347 W K G  
GEOMET UCL = 375.57853153436853 UGKG 

S"R0 AND WILK O D N l B S 3 F - F R  TEST - LOGNORMAL DBlWBUl7ON 
WIGNORM WAT = 0.-396 

TEsrSTATE 0.910 
DISIWBmON IS NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 

MEDIAN= M0.- UGKG QUALIFIEX=U 
MEMANUCL.; Tm.lo.oamOumma, UGKG 

ToTALlDATA = 26 
IDErFCrs- 0 

UNO-= m 
DETEcrFREQ- om % 

TOTAL w STATEXICAL DATA = 
I NONDEI'BXS > Z NONDElTCT MINIMUM = 0 

m 
I 

-CAI. = l + D I C n n n R O B E " E  

MAXNONDJT = 410.- UGKG 
M n U N O m =  340.- UGKG 
SlDNONDJT= 350.- UGKG 

MEAN= 377.69ZB76923 UGKG 
SlDDEV = 42.181630371862 UGKG 
UCL= 393.906404y)412750 UGKG 

SIUplRO AND WnK OOOD-Fm TEST - NORMAL DISI'RJBUAON 
NORMAL STAT = 0.61176P2m990685 

=STAT = 0.910 
DISIWBUFION IS NOT NORMAL - NORMAL STAT < TEST STAT 

GEOMWLNL m . 5 s 1 % m w 3  UGKG 
GEOSlDDEV- 1.10975KI15347 UGKG 
GWMETUCL= 375.57853153436853 UGKG 

~ O A N D W n K O D N E S S O F - F T I ' T E S T - L O G N O R M A L D ~ W l O N  
LOGNOW STAT - 0.690KWWW5396 

TESTSTAT= 0.m 
DISl'JUBUI'ION B NOT LOGNORMAL - LOGNORMAL STAT TEST STAT 

MEDIAN= W.ammmxl UGKG Q U M S I E R = U  
MEDIANUCL- 370.- UGKG 

TOTALIDATA = 26 
a m m m s =  o 

UNO-= m 
DmEmFREQ= 0.00 % 

ma a STATISXU DATA = 
INONDETECB>ZNONDEI'ECTMMIMUM= 0 

m 



m C A L  - MJ-TRICHLOROPHENOL 

MAXNONDm= z1oo.Mmmmo UGKG 
MNNONDm I(m.oaoMKxx)O UGKG 
STDNONDGT= 1700.- UGKG 

MEANE 1861.90476190(8 UGKG 
m D E V  = '221.41- UGKG 

U C L =  1 9 5 6 . K I S 8 . 5 1 1 ~  UGKG 
SWApfRO AND wIu( OOODNESSOF-~ TEST - NORMAL DlSlWBUI'ION 
NORMAL STAT = 0.7693848288621612 

TESTSTAT = 0.908 
m U l l O N  1s NOT NORMAL - NORMAL STAT < TEST STAT 

G W M E A N =  1849.633441330035 UGKG 
QEOSlDDEV= l.llwgM69s79 UGKG 
OEOhU3 UCL = 18Y).ll733794592533 UGKG 

SHAPlRO AND WIUE OOODNESSOF-m TEST - LOONORMAL DlSlWBUnON 
LOONORM STAT = 0.7886812501082315 

TESTSTAT= 0.908 
J I 5 T R l B m N  IS NOT LOONORMAL - L0o"AL STAT C TEST STAT 

MEDIAN= ls00.- W K G  Q U A U F W = U  
MEDIANUCL= 1849.09241810561232 W K G  

WPALCDATA = 21 
#DETECTS= 0 

#NONTJEmxs= 21 
DEpEcTfREQ= 0.00 % 

dNONDJ3EClS > 2rNONDJ3"MINlMuM - 0 
TOTAL # STATISIICAL DATA = 21 

QlEMlcAL = Z4,~TRICHLoROPHENOL 

MAXNO-= nO.aWOW000 UGKG 
M l " O N D m =  WO.mmamr0 UGKG 
SlDNONDJT= 350.- WAC0 

MEAN= 383333333333 W K G  
s I p D E V =  45.07489W8u21 UGACG 

u a =  am2im6278800 WKG 
SHAPfRO AND WILK 000DNESSOF-FIT TEST - NORMAL DlSl'RlBUllON 
NORMALSMT= 0.- 

=STAT= 0.908 
DWRIBUITON 1s NOT NORMAL - NORMAL STAT C TEST STAT 

GEQuEAN= 380.88Wnlam97 WKG 
GW!XDDEV = 1.11753~V?Z871 UGKO 
GEOMEPUCL- 381.360WZ6225S9 UGKG 

SHAPIRO ANDWIUEooODNEssoF-~ TEST -WGNORMALDlSI'RIBvIxIN 
LOONORMSTAT= 0.7- 

TESTSTAT= 0.908 
m U l l O N  IS NOT LOONORMAL - LOONORMAL STAT < TEST STAT 

MEDUN= 36o.mmoooM UGKG Q U A U F W = U  
MEDUNUCL= 374.90924181OMIz1 UGlKG 

TOTALlDATA - 21 
#DETECTS= 0 

*NONDErEcrs= 21 
DErF,crFREQ= om% 
#NONDJ3EClS>PNONDmMMlMuM= 0 
TOTAL e SrA'lWTlCAL DATA = 21 



CHEMICAL = 24-DICHLOROPHENOL 

MAXNONDET= 47o.mrmamO UGKG 
ML"ONDET= W.mmmm0 UOKG 
STDNONDET = 350.- WKG 

MEAN = 3833333333333 WKG 
STDDEV= 45.076893585521 WKG 
UCL = 4326121S37- UGKG 

S"IR0 AND WILK G O O D N E S S O F m  TEPT -NORMAL DlSllUBUlTON 
NORMALSTAT= 0.- 

TESTSTAT= 0.908 
m v I 1 o N  IS NOT NORMAL - NORMAL STAT < TEPT STAT 

QEDMEANE 380.882Yn18UO97 WKG 
OEOslpDEV = 1.117536092871 WKG 
OFDhlFTUCL= 3813KWS26ZZW9 WKG 

SHAPIRO AND WIUC GOODNESSOF-~ TESC - UMNORMAL. DSIXIEIJlTON 
LOGNORM STAT = 0.7403446287036626 

TESTSTAT= 0.908 
DBCMBVIXIN LT NOT UMNORMAL - LOONORMAL STAT < TEST STAT 

MEDIAN= 3so.mrmamO WKG QUALIFIER=U 
MEDIANUCL= 374.90924181056221 WKG 

T O T A L I D A T A =  21 
#DEITXXS= 0 

XNONDETlXlY4 - 21 
DETEmm= om 56 

XNONDETlXlY4 > 2cNONDEECl"INIMuM 0 
TOTAL I STATWICAL DATA I: 21 

-AL= 2CDBETWLl"ENOL 

MAXNO=- 47o.- UGKG 
MDfNONDET = 340.- UGKG 
SIDNONDET = 350.- UGKG 

M W =  3833333333333 UGKG 
STDDM= 4S.Ul4893585521 WKG 

UCL = 402.6121S376778800 WKG 
S"lR0 AND WILK O O O D N F S S O F m  TEST - NORMAL DISI'RIBVPION 
NORMALSTAT= 0.- 

TESTSTAT= 0 . a  
DISI'RIBVPION IS NOT NORMAL - NORMAL STAT < TEST STAT 

GEOMEAN= 3SJo.88Wn18UO97 WKG 
O W  SII, D M  = 1.11753aftZgll UGKG 
GWMETUCL= 381.3cW8526ZZW9 UGKG 

SlUpIRO A N D W I L K G O O D ~ F - F l T ~ - ~ N O R M A L ~ V I X I N  
LOGNORM STAT = 0.7- 

DlSl'lUBWXON IS NOT LMjNoRMAL - LOGNORMAL STAT < TESP SI'AT 
m S T A T  = 0.908 

MEDIAN= 360.- UGKG QUAUFIER=U 
MEDIANUCL- 374.go9u181M6121 W X O  

TOTALWDATA = 21 
X D m S =  0 

#NONDElWYS= 21 
DErEcrFREQ= 0.m % 

# N O N L W I X T S > 2 c N O ~ ~ -  0 
TOTAL X STAISIICAL DATA = 21 



. 
CHEMlCAL = 2 4 - D m o P H E N o L  0 

MAXNONDET = Pm.Oammm, UGKG 
M I " O N D E T =  16m.- UGKG 
Sl'DNONDJ3 = l%lO.- UGKG 

MEAN= 1861.9057619348 W K G  
SIPDEV.; P1.41mWZ39B9 UGKG 
UCL = 1956.6M8511oBo8179 UGKG 

S"R0 AND wIu( O O O D m F 4 T T  = - NORMAL DWIWBUl'ION 
NORMAL STAT = 0.7693WBWZlbZ 

m U l W N  Is N#T NORMAL - NORMAL STAT < TEPT STAT 
'IFSTSTAT= 0.908 

GEOMEAN= 1849.6384433- UGKG 
GEOSIPDEV= 1.11968)669579 UGKG 
G E O m  UCL = 1 8 5 0 . 1 1 7 3 ~ 3 3  UGKG 

S H A P R O A N D W l l X o o O D ~ F 4 T T ~ - L O O " R M A L D l S l U l B I V P I O N  
5 LOGNORM STAT E 031886812501082)15 

'IFSTSTAT = 0.908 
DWRIBUlWN Is NOT LOONORMAL - LOONORMAL STAT < TEST STAT 

MEMAN= l a 0 0 . ~  W K G  QUAUFiER-U 
MEDIANUCL= 1849~181M67232 UGKG 

TOTALIDATA= 21 
#DETECTS= 0 

INONDEEKXS = 21 
DJ3EfXFRep = 0.00 % 

INONDEECrS > 2rNO"DETECTMlNlMUM 0 
TOTAL I STATIsplCAL DATA - 21 

L 

- 

CHEMICAL - 2CDDJnaOMLUENE 

MAXNONDET= 57o.moMamo UGKG 
M I " O N D E T =  34O.ooWOOOm W K G  
SlDNONDET= 35O.ooWOOOm UGKG 

MEAN- 571.6923076923 UGKG 
SIPDEV = 42.181630371862 UGKG 

UCL= 393.P0640U04127S UGKG 
S"R0 ANDWIUCooODHESSOF4TTTfST-NORMALDlSIlUBIVPION 
NORMAL STAT p 0.6717- 

DSIWBUl'ION Is NOT NORMAL - NORMAL STAT C TEST STAT 
TESTSTAT= 0 . m  

GEOMF.AN= 375551!WfM5443 W K G  
GEOSPDDEV= 1.109756015347 UGKG 
GEOMET UCL = 375.9'7853153436853 UGKG 

SHhPIRO AND WIlX OOODHESSOF4TT TEST - LOGNORMAL DWIWBIVPION 
LOGNORM =AT = 0.69Og1809838u396 

DISIXIBIVPION Is NOT LOONORMAL - LOONORMAL STAT < 
=STAT= 0.m 

STAT 

MEDIAN= ~.mmarroO UGKG Q U A U F W = U  
MEDIANUCL= 3%- UGKG 

TOTALIDATA= m 

INONDEWXS= m 
U D E " S =  0 

DETEcrFREQ = 0.00 % 

I NONDEKCIS > P NONDEIXT MINIMUM = 0 
TOTAL I STATETICAL DATA = m 



- - 
QIpAlcAL= 2+DINrrRuroLumE 

MAXNONDm = 470.- UGKG 
MINNONDm = 340.- UGKG 
STDNONDET5 35O.oCOWOWO UGKG 

MF.AN= 377.WZ3Ol6923 UGKG 
SlTlDEV= 4 2 . 1 8 1 ~ 1 8 6 2  UGKG 
UCL= 393.9060412750 UGKG 

-0 AND wIu( OOO-Fm TEST -NORMAL DlSlXBUFlON 
NORMAL STAT 0.6717QzXn9906Bs 

TESTSTAT- 0.920 
DISITUBVIION IS NOT NORMAL - NORMAL STAT < STAT 

OMMEAN= 37SUl9SOS443 UGKG 
GEOSTDDEV5 l . lW~15341 WKG 
QEOMET UCL 6 375.97853153436R53 UGKG 

SHAPRO AND WIUC OOODNESS-OF-m TEST - WNORMAL DMWBVIION 
LDGNORh4 STAT 0.69087809838353% 

DlSIWBVIION IS NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 
TESTSTAT = 0.920 

MRMAN= 360.- WKG QUAUFW-U 
MFDMUCL- rxl.- IJGKG 

T i Y M L I D A T A s  26 
ID3mxrs= 0 

aNommms= m 
DEmXFREQo 0.00% 

#NONDErECTS>2rNONDEf%TMlNlMUM= 0 
TOTAL a STATISIICAL DATA 5 a6 

I 

CHRAICAL= 2.cHLoRONUW3MZNE 

MAXNONDm = 47J.Ommmm UGKG 
MINNONDm 340.- UGKG 
STDNONDES - 350.- UGKG 

MEAN= 377.6?2W?6923 UOKG 
spDDEV= 42.181630371862 W K G  
UCL= 393.90604127Y) UGKG 

SWAplRO AND WILK OOODNESSOF-FIT TEST - NORMAL DSIUWnlON 
NORMAL STAT = 0.611762pD399M85 

DlSIWBVIION IS NOT NORMAL - NORMAL STAT C TEST STAT 
TESTSTAT = 0.m 

-MEAN= 37SSl9WS5443 WKG 
GEOSI’DDEV= 1.1W756015347 UGKG 
OEOMETUCL- 375.97853153436SS WKG 

-0 AND wIu( aoODNESSOF-FIT 
LDGNORh4 STAT = 0.-53% 

DSIWBVIION IS NOT LDGNORMAL - LOGNORMAL STAT C TEST STAT 

- LOGNORMAL DISIWBVIION 

-STAT = 0.920 

MEDIAN= 3%- UGKG QUAUFIER-U 
MEDIANUCL- 37o.ommmmam WKG 

TOTALIDATAS 26 
0 

a N o r m m c r s =  m 
DEIFKTFREQ * 0.00 I 

I N O N D ~  > 2rNONDEITLTMlNIMUM = 0 
TOTAL x STATETICAL DATA - m 



MAXNONDETc c 1 o . n  WKG 
MMNONDET- 340.- WKG 
SI'DNO- = 350.ammmoO WKG 

MEAN- 3833333Z33333 WKG 
SI'DDEV = U.074893585.521 WKG 

UCL = 402.61218576n88m WKG 
SHAPIRO AND WIUC GOODNESSOF4W TEST -NORMAL DWIRIBWION 
NORMALSTAT= 0.- 

TESTSTAT= 0.908 
DSllUBU'MON IS NOT NORMAL - NORMAL STAT C TEsr STAT 

GEOMEAN= 38).882ynlBK)97 WKG 
GEOSlDDEV = 3.117536092871 WKG 
GEOMJZUCL= 381.36WS5262256B WKG 

SHAPIRO AND wIu( aoODNESSOF4lT TET - LOONORMAL DETUBWION 
LOGNORM STAT = 0.7- 

DWIRIBU'MONISNOTLOGNORMAL-LWNORMALSI'AT <==AT 
TESTSTAT = 0.908 

MEMAN= 36O.OmmmCUl WKG QUALEKER=U 
MEDUNUCLr 374.909U181M6nl WKG 

TOTUXDATA= 21 
XDEl'FXTS= 0 

a w o m m s =  21 
D J n E C r m -  0.00 % 

XNONDEI'ECTS > ZKNONDEI"MMIMUM = 0 
TVTAL if STATlSllCAl. DATA 21 

am4IcAL- %lmr"Mirlw&mE 

MAXNONDET = c 1 o . n  UGKG 
W N O N D E T =  340.maoamO WKG 
SI'DNONDET= 30.maoamO UOlKG 

MEAN= 371.6923076923 UGKG 
iWDDEVL 42.181630371862 WKG 

U C L -  393.po64oe(o41270 WKG 
SHAPJRO AND WIUC OOODNESSOF4W TEST - NORMAL. D " I 0 N  
NORMAL STAT = 0.6717622103990685 

TESI'STAT = 0.1120 
DlsTRIBU'MON IS NOT NORMAL - NORMAL STAT < TEsr STAT 

G E O M E ~ L N -  375.551955055443 WKG 
GEOSTDDEV= 1.10975E015347 WKG 
GEOMET UCL = 375.97853153436S53 WKG 

W J R O  AND WILK OOODNES4F4lT TEST - LOGNORMAL DLWRIBvl'lON 
LOGNORM STAT = 0 . m 5 3 9 6  

DISTIUBU'MON 1s NOT LOGNORMAL. - UMNORMAL =AT C TEST Sl'AT 
TESTSTAT = 0.1120 

MEDIAN= 3%- WKG Q U A U F W = U  
MEDUNUCL= 370.- WKG 

TQTAl.XDATA= 26 
aDI?rEcn= 0 

# N O N D ~ S =  m 
DJnECrFREQ= 0.00 % 

XNONDEI'ECTS > 2rNONDElWXMNB4IJM 0 
TQTAL a STATISI~CAL DATA = m 



cnm4lcAL= wFPWYLPHEN0L 

UOXNONDJX = 470.- UGKG 
MI"ONDET* 3*1.omMmm) UGKG 
SPDNONDET * 350,- UOKG 

MEAN = 383.3333333333 UGKG 
Sl'DDEV= U.074893585521 UGKG 

UCL = 402.61218376778KIO UGKG 
SlULplRO NUDWIIXOOODNPSOF-Fn'm -NORMALD1SPRIBUJlON 
NORMALSTAT= 0.- 

l " S T A T =  0.908 
DEWRlBUlTON SNOT NORMAL-NOWSTAT C =STAT 

GEQMEANp 380.882Xr2180097 UGKG 
GEO SPD DEV 6 1.117SJdo92B71 UOKG 

SHAPRO AM) WlIJC OOODNFSS-OF-Fn' TEST - LOGNORMAL DlsIlllBvITON 
LOGNORM STAT = 0.7- 

OEQhlETUCL= 381360485262Z659 UOKG 

TESl'STAT- 0.W 
DJSI'RI6UJlON P NOT LOGNORMAL - L O G N O W  STAT STAT 

MEDIAN= 360.- UGKG QUAUFIF.R=U 
MEDIANUCL= 374.9wu18105672l UGKG 

TOTALXDATAt 21 
#DETECTS= 0 

#NO- = 21 
DJTE4TFREQ = OM) % 

I N 0 N D E " S  > 2r NONDJTE4T MMIMUM = 
TOTAL I STATISI1CAL DATA = 

0 
21 

cHEwcAL= % ? i r r R O A " E  

MU(N0NDJX = pa).OOmOOWm UGKG 
MI"ONDJX5 1cWJ.MOOOOM00 UOKG 
SPDNONDEl'r 1 6 U O . m  W K G  

MEAN= le46.1538461538 UGKG 
Sl'DDEV= 202.353U22122552 UGKO 

UCL= 1923.93584371297084 UGKG 
S"R0 AM) WlLK O O O D N E S O F - ~  T&T - NORMAL DM?'JBWTION 
N O W  STAT = 0.74MOW23410355 

DlSl'RJBUIlON IS NOT NORMAL - N O W  STAT < TFiT STAT 
=STAT= 0.m 

OEoMEAN= 1m.p16838u6135 UGKG 
OEOSIDDEV- 1.1-524 UOKO 
GEOME" UCL = 1836.37302210315147 UGKG 

S H A P R O A N D W I L K O O O D N E S S O F - ~ T M - L O G N O R M A L ~ ~ N  
LOGNORM STAT = 0.7-16 

"€.STSTAT= 0.920 
DNKUBUIlON 1s NOT LOGNORMAL -LOGNORMAL STAT C l" SSAT 

MEDIAN= 1800.0000000000 WKG QUALUWR-U 
MEDIANUCL- 1800.00(00000000000 WKO 

T(ITALIDATA= m 
INONDETMJPS= m 
DErFmFREQ= om % 

IDEIECTS* 0 

#NO- > bNONDElW3MMIMuM = 0 
TOTAL I STATISI~CAL DATA = m 



cHpMIcAL= 2-NnnOFWENoL 

MAXNONDET= clo.aaOW0000 W K G  
= N o m =  3y)au)(maao U G K G  
STDNONDfX= 350.- W K G  

MEAN = 383 $333333333 U G K G  
STDDEv= 4tmf$935&5521 U G K G  
UCL = 02.61218J76n88a) W K G  

S"lROANDwaXo0oDNESSOF-?Tl' TEST-wIRh4u.DlSl3UElUIWN 
NORMALSTAT= 0.7pS71L156mm)zI 

TESTSTAT= 0.908 
MsTRIBvIloN IS NOT NORMAL-NORMAL STAT < TEST STAT 

GEOMEAN= 3 8 0 ~ 1 8 0 0 9 7  U G K G  
GEO STDDEV = l.ll7u6Wzgll WKG 
GEOMETUCL= 3813r3485%225659 U G K G  

W I R O  AND WlLK OOODNESOF-FIT TEST - LOGNORMALDmUI'lON 
LOGNORM SPAT = 0.7- 

TESTSTAT= 0.908 
DlSllUBUI'lON IS NOT LOGNORMAL * UMNORMAL STAT C TEST STAT 

MEDUN= 360.- U G K G  QUAUFIER-U 
M E D U N U C L =  3 7 4 . 9 0 9 2 4 1 8 1 ~ 1  U G K G  

TOTALlDATA = 21 
ID-= 0 

#NoNDErFms= 21 
DErEcrFREp= 0.00 % 

INoNDEEClX > 2 x N O ~ M l N M U M  = 0 
TOTAL # Sl'ATlSllCAL DATA = 21 

MMNONDETE slo.mmOam W K G  
STDNONDm= 690.000000(300 W K G  

MEAN= 756.153E461538 U G K G  

MMNONDETE slo.mmOam W K G  
STDNONDm= 690.000000(300 W K G  

MEAN= 756.153E461538 U G K G  
STDDEV = 85.713158QBFLs U G K G  

ucL= 789.1am36~5.35xl3 UGKG 
W I R O  AND waX OOODNESOF-FJC TEST - NORMAL DlSlWBUTION 
NORMAL STAT = 0.714393019021884 

DISIWBmON IS NOT NORMAL - NORMAL, STAT < TEST STAT 
TESTSTAT= 0.W 

QEO MEAN = 751.72430197611 U G K G  
QEO STD DEV = 1.1119Os10181 UGKG 
GEOMEl' UCL = 75215179SW98710 UGKG 

W F . 0  AND WIUC GOODNESSOF-FlT TEST - IBGNORMAL DISIWBUI'ION 
LOGNORM STAT = 0.?35Q623327WS967 

TESTSTAT= 0.920 
DlSllUBUTION IS NOT LOGNORMAL - LOGNORMAL STAT < TEST =AT 

MEDIAN- 7p.amOMmo U G K G  QUALIFIW=U 
MEDIANUcL= 740.- WKQ 



CHEMlCALa Mnx0A"E 

MAXNONDET= !BOO.- UGKG 
M I N N O ~  .C 1W.OmOOmOW UQKG 
SfDNONDEI 1800.- UGKG 

MEAN= 1846.1538461536 UGKG 
SFDDEV- 202353&ZlZ552 UGKG 
UCL= 1923.93584371- UGKG 

SHAPIRO AND WlLK OOODNESSOF-m TEST - NORMAL. DlSl'RlBUITON 
NORMAL STAT = 0.7ywo86p410355 

TEVl'STAT- 0 . D  
DlS?RlBVIION Ls NORMAL - NORMAL STAT C 'I" =AT 

OED MEAN = 1835.94683ZM135 UGKG 
O E O S I ' D D N ~  1.30873459353 UGKG 
GEOMFT UCL I(1M.37302210315147 UGKG 

SHAPIRO AND WILK OOODNESSOF-FTI' TEST - LOGNORMAL DLWIUBIJllON 
IRGNOW STAT = 0.78gRzLwo69516 

==AT f 0.m 
DISTRIBVIION 1s NOT LOONORMAL - LOGNORMAL STAT < TEZS STAT 

MEDIAN- 1800.- UGKG Q U A U F W = U  
MEDIANUCL= 1800.- UGKG 

TOTALIDATA= 26 
+DEmms= 0 

INO-= m 
Dl?rEcrFlIw= 0.00 A 

I N O N D ~ > 2 r N O N D E X ' E f 3 M M I M U M =  0 
TOTAL I STA'llSJTCAL DATA = 26 

CHDMlCALf 4,+-DDD 

MAXNONDJZT f P.- UGKG 
M I " O N D m =  16.- W K G  
S l P N O N D E I -  17.000M00000 W K G  

MEAN* 1826%t3076!?.2 UGKG 
S F D D N -  1.93- UGKG 

UCL = 19.012124WS1731 W K G  
-0 AND WILK OOODNESSOFm TEST -NORMAL. DISITUBUITON 
NORMAL STAT = 0.?3978259.(637631 

DMRIBVl3ON IS NOT NORMAL - NORMAL STAT < TEST STAT 
TESTSTAT .E 0 . D  

GEOMEAN = 18.175027971038 UGKG 
G E O S l D D N  = 1.1047917510% UGKQ 
m V n =  18.599746%821844 UOlKa 

SHAPIRO AND WIUC OOODNESSOF-FTI' TEST -LOGNORMAL DLWIUBUlTON 
LOGNOW STAT = 0.759372576719065 

TFSI'SPATS 0.920 
DISTRIBUIWN IS NOT LOGNORMAL - WGNORMN. STAT < TEST STAT 

MFDUN- 17.moMoOMX) UGKG QUAUFIW=U 
MEDIANU&= 18.- UGKG 

T O T A L ~ D A T A -  m 
IDETJXTS= 0 

~ m m m s =  m 
DEmzrFREQ= O M %  

#NONDErECl3>ZNONDEIWTMINlMUM= 0 
TOTAL I STATISTICAL DATA = m 



m C A L  = 4.4'-DDE 0 
MAXNONDET= 23.- UGKG 

sII)NONDET= 17.OOmoamO W K G  

MuN= 18.2692307692 UOKG 
W D E V  1.?3%838&Tl UOKG 

UCL = 19.0121u580Blf31 UGKG 

MINNONDET 16- UGKG 

SWAPIRO AND WILX GOODNESSOF4Tl' TEST - NORMAL DlSl'RIBWllON 
NORMALSTAT= 0.-6221 

TESTSTAT = 0.920 
DM'IUBUI'ION LS NOT NORMAL -NORMAL STAT < TEST STAT 

GEOMEAN = 18.175QT1971038 UGKG 
GEO s11) DEV = 1.104791751096 UGKG 
GEOMITUCL= 18.595V46WC21844 UGKG 

SHAPIRO AND WEJC GOODNESSOF-m TEST - LOONORMAL DlSl'RIBUI'ION 
LOONORM STAT 0.75937ZS7671cwo65 

DlSWBWTION LS NOT LOONORMAL - LOONORMAL STAT C TEST STAT 
TESTSTAT= 0.920 

MEDIAN= 17- UQKG QUALIFIER=U 
hfEDIANUCL= 18.mmM)(xamooo UGKG 

TOTALIDATA= 26 
X D m =  0 

#NONDJTECTS= 26 
D=FREQ= 0.00 % 

#NO- > 2xNONDEXFCFMINIMUM = 0 
TOTAL I STATISTICAL DATA = m 

CHEMICAL = 4,C-Dm' 

MAXNONDKT= 23.- UGKG 
MIN NONDET = 14.- UGKG 
STJJNONDET = 17.- UGKG 

MEAN= 18.2692307692 UGKG 
SPD DEV = 1.93- UGKG 
UCL = 19.01212LuBoBl73* UGKG 

SHAPIRO AND WILX OOODNEssor-FtT - NORMAL DIspRIBvI1ON 
NORMAL STAT = 0.73-6Zl 
TESTSTAT = 0.920 

DlSl'RIBUTlON IS NOT NORMAL - NORMAL STAT < STAT 

GEOMEAN = 18.175071971038 UGKG 
G M  Sl'D DEX = 1.104191751096 W K G  
GEOMET UCL = 18.59974624821844 UGKG 

S"R0 AND WEJC OOODNESSOF-m TEST - LOONORMAL DSI'RIBUI'ION 
LOONORM STAT = 0.75937ZS7671wW 

DlSWBUI'ION 1s NOT LOONORMAL - LOONORMAL STAT < TEST STAT 
TESTSTAT= 0.920 

MEDIAN= 17.- UGKG QUALFIER=U 
JdEDIANUCL- 18.- UGKG 

TOTALIDATA= 26 
IDERXTS= 0 

XNONDJTECTS= 26 
DEXECTFR13Q- Om% 

INOND- > 2rNONDERXTMINMUM 0 
TOTAL a STATISTICAL DATA = a6 



QlgyncAL = ~ ~ & ~ H E N O L  

MAXNONDm= poO.olYmmom UGKG 
L I I N N O N D E T ~  lmOnmmm0 UO/KO 
S'BNONDm= 1 ' 1 0 0 ~  UGKG 

MEAN= 1861.9CM7619wB UGKG 
mDEV= ZlAlSmr(9289 UGKG 
UCL= I956.~llOBog179 UGKG 

-0 ANDWILKOOODNESWF~ TEST-NORMALIwsI1IIBUIWN 
NORMUSTAT = 0.7693848288621672 

TESTSTAT 0.908 
m U I ' I O N  IS NOT NORMAL-NORMAL STAT C TEST STAT 

OE4lMF,AN= 3849.6384413XD35 UGKG 
~ S T D D E V =  1.11%83@579 UGKG 
m U C L =  18S0.117337W92533 UGKG 

SWPRO AND WILK OOODNESWFm TEST - LOGNORMAL DISlWBUTION 
UxlWoRM STAT = 0.11186812501o%p15 

TESTSTAT= 0.908 
DEXRDUI'ION Is NOT LOONORMAL - LOGNORMAL STAT C TEW Sl'AT 

MEDIAN= lS0D.- WKG QUALIFIER=U 
wEMANuct= 1849.09241810567232 UGKG 

TWAL#DATA= 21 
IDJzECrsI 0 

fNONDErEcrs= 21 
n~crm- oms 

IIWNDE~XT~>~CNOND~TECTMINIMUM= 0 
WAL I S T A r n C A L  DATA = 21 

W A L  = 4%ROMOPHEWL PHPM EI'HER 

LIAxNONDm= 47O.olYmmom UGKG 
LWNONDm= M.mXmma, UGKG 
srDNoNDm= 35o.olYmmom UGKO 

MEAN= 377.6?231374?23 UGKG 
Sl'DDEV= 42.181630371862 UQKG 
UCL= 393.906y)440412750 UOKG 

SAPlRO AND WILK GOODNESSOF-m TEST - NORMAL DXWRIBUI'ION 
WOBMAL STAT = 0.6717~9%l6B5 

=STAT= 0.m 
JXSIWBUITON 1s NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN= 375.S51suasuO UGKG 
(iEDSpDDEV- l.lW5€015347 UGKG 
(ifioMEpUCL= 375.978531534M853 UGKG 

SIAPIRO AND WILK OOODNESSOF-~ TEST - LDGNORMAL DLWRDUI'ION 
L D M O M  STAT = 0 . 7 5 %  

==AT= 0.m 
DISIWBiJl" IS NOT LOGNORMAL - LOGNORMAL Sl'AT C TEST STAT 

MEDIAN= 360.0mOWWa1 UGKG QUhLmER=U 
MEDhNUCL= 333.- UGKG 

WTALXDATA= 26 
#DEI'ECTS= 0 

INONDEIWXSI 26 
DEIlicTm= OM) x 

TOTAJ. a STATETICAL DATA - #NO- > ZNONDJ3TXTMINlMUM = 0 
ai 



CHEMICAL= 4-CHLORO-HdEMnI"ENOL 

MAXNONDm *70- UGKG 
MLNNONDET = W.m)(r)o IJGKG 
sII)NONDm= 3so.oaaaxmO IJGKG 

MFAN = 3833333333333 U G K G  
sI1)DEV= 45.07489358S21 IJGKG 
UCL = 402.6121837677g800 UGKG 

SUPIF.0 AND wIu( OOODNESOF4TI' TEST - NORMAL DEI'IUBWl'lON 
NORMALSTAT= O . l p s l p w m ( y m  

DISPRIBVPM)N IS NOT NORMAL - NORMAL STAT C TEST STAT 
TESTSTAT = 0.908 

G E O M M =  380.882507lUXl97 UOKG 
0U)SlDDEV = 1.317536092871 IJGKG 
GEOMFTUCL= 381X0485'A5Z5659 IJGKG 

SHAPIRO AND WlLK OOODNESOF-m TEST - I.€lGNORMAL JXWRDWI'ION 
LOONORM STAT = 0.74O%WXW%26 

DISIWBWl'lON 1s NOT LOONORMAL - LOGNORMAL STAT < TEST STAT 
TESTSTAT = 0.908 

MEDIAN= 36o.omamK)o IJGKG Q U A L I F W = U  
MEDIAN UCL = 374.909u181(156721 UGKG 

TOTALIDATA = 21 
XDEI'ECTS= 0 

INONDETHXS= 21 
DEE€TFREQ= 0.00 5% 

X N O N D E l W X S > Z N O N M M M U M =  0 
TOTAL I STATISTICAL DATA = 21 

___ - - __ 
CHEMICAL= cc"ILINE 

MAXNONDm = CloMXmmm U G K G  
MI"ONDET= 34O.maOmm W K G  
sII)NONDm = W).m)(r)o UGKG 

MEAN= 371.6923Ol6923 U G K G  
sI1)DEV= $2.181630311862 W K G  

U C L -  393.906y)4Y)ll2750 UOKG 
S"IR0 AND WIIX OOODNESSOF-m TEST - NORMAL DISIXIBUIWN 
NORMAL STAT 0 . 6 7 1 7 ~ 9 9 0 6 8 5  

D K I W B ~ O N  IS NOT NORMAL - NORMAL STAT C TEST STAT 
TESTSTATE 0.920 

GEOMEAN= 315.551955055443 IJGKG 
GEOSPDDEV= 1.109756015357 WKG 
GEOMEI' UCL 375.97853153436353 UOKG 

SHAPIRO AND WIUt ooODNESOF-FIT TEST - LOGNORMAL DISIXIBIJI'ION 
LOGNORM STAT = 0.-53% 

DlSlWBWl'lON 1s NOT LOGNORMAL - LOGNORMAL STAT C TEST =AT 
TESTSTAT = 0.920 

MEDIAN= 360.- W K G  Q U A L I F W = U  
MEDIANUCL= n0.- W K G  

TOTALIDATA= 26 

INONDEIUJrS= 26 
DErEcrFREQ- o m  z 

TOTAL I STAI~SI~CAL DATA = 

XDEl'EClS= 0 

# N O ~ > ' h N M l N i M U M =  0 
a6 



-- - 
CHEMICAL = +CHLOROPIIENYL PIIPM FI?w 

HAxNONDET= 47O.OmWOOmO UGKG 
H I " O m =  yO.OmWOOmO UGKG 
S l ' D N O m =  350.OmWOOmO UGKG 

MEAN= 377.6923U76923 UGKG 
SlDDEV* 42.181630371862 UGKG 

U C L t  393.906y)4*)412750 UGKG 
~ l R O A N D w I u < o o O D h l E s E o F - F I T T E s T - N O R M A L ~ v I x I E I  
NORMAL STAT = 0.6117621033990685 

D€SlTUBUllON IS NOT NORMAL - NORMAL STAT C TEST STAT 
TESTSTAT= 0.910 

GEOMEANa 375.5519uMSJu UGKG 
GEOS"DDES'= 1.109756015347 UGKG 
GEOMFTUCL= 375.978531534S53 UGKG 

SWAPIRO AND wIu< OOoDNEssoF-FIT TEST - LOONORMAL DWRIBlJl'ION 
UMNORM STAT = 0.6908780983835396 

TESTSTAT= 0.910 
DWRIBUIION IS NUT LUGNORMAL - LOONORMAL STAT < TEST STAT 

MEhUN- 3so.OmWOOmO W K G  QUALplER-U 
MEDUNUCL- Sl0.- W K G  

TOTALIDATA= m 

INONDLTECIS= m 
DJZrEcrFREQ= 0.00 % 

#NO- > 2cNONDElWXMMIMuM - 0 
TCWAL I STAT~SF~CAL DATA = 

ID€rEcrs= 0 

a6 

CHEMICAL= . w 5 m i n P r n O L  

MAXNONDm= s 7 0 . m  UGKG 
hUNNOm= 34O.OmWOOmO UGKG 
SlDNONDFT= 350.OmWOOmO UGKG 

MEAN- 383839333333333 UGKG 
SI'DDEV= U.414893585521 UQKG 
u(3L 4 0 2 . 6 1 2 1 8 3 7 ~  UQKG 

91AW10 AND WIUC OOODNEssoF-FTT' TEST -NORMAL DLWMBlJl'ION 
NORMALSTAT= O . n z m m s m m 2 7  

TESTSAT= 0.- 
DISIXIBUIION IS NOT NORMAL - NORMAL STAT < TEST =AT 

GEOMEAN= 580.8825mlSaw7 UGKG 
GEOSI'DDES' = 1.1175-1 UGKG 
G E o M f i U C L =  3878136048526225659 UGKG 

SHAPlRO AND WIIX WODNEsfoFFIT TEST - LOONORMAL DLWMBUITON 
LOONORM STAT = 0.7- 

DlSl'P5UIION 1s NOT LOGNORMAL - LOONORMAL STAT < TEST STAT 
TESTSTAT= 0.908 

MEDIAN= W.ooOaw)(am UGKG QUAIdFIEU=U 
MEMANUCL = 374.90924181056121 UGKG 

TOTALIDATA = 21 
I D E I " S =  0 

INOND- = 21 
DETECTFSEQ= 0.00 % 

INONDElWXS>IrNONDITELXMINlMllM= 0 
TOTAL I STATlSI7CAL DATA - 21 



CHEMICAL= 4NrrRoA"E 

MAXNONDEC = t 3 0 0 . ~  UGKG 
MINNONDET = 1KQ.- UGKG 
SI'DNONDEl' = 1800.awx)ooo UQKG 

MEANE 1846.153?461538 UGKG 
Sl 'DDEv= 202.353U22122552 UGKG 

UCL= 1923.%84371297084 W K G  
SHAPlR.0 AND WIIX OOODNESSOF-F11 TEST - NORMAL DLWRIEUllON 
NORMAL STAT = 0.7rwo86p410355 

TESTSl'AT= 0.920 
DlSlWBUlXM IS NOT NORMAL - NORMAL STAT < TEST SIAT 

GEOMEAN= 1835.94683W6135 UGKG 
GEOSI'DDEV= 1.108?34%3524 W K G  
O W  UCL = 1 8 3 6 ~ 1 0 3 1 5 1 4 7  UGKG 

SHAPlR.0 AND WIIX OOODNESSOF-mT TEST - LOONORMAL DISIWBUllON 
LOONORM =AT = 0.7638322440069516 

TESTSTAT5 0.920 
DSEUEWlON IS NOT LOONORMAL - LOONORMAL =AT < TEST STAT 

MEDIAN= 1800aOmmmO UOKG QUALlFlER=U 
MFDIANUCL= 1800.- W K G  

TOTALXDATA= m 

X N O N D ~ =  m 
DFnEmFREQ= 0.00% 

aNONDEI"S~2xNONDEI"MMhrmM- 0 
TOTAL a STATWICAL DATA - 

I D E I " S =  0 

m 

C!HRvfIcAL= 4NrrROPHENOL 

MAXNONDEC = 23YI.- W K G  
MINNONDEl'= 16oo.Mmmma) UGKG 
SI'DNONDET = 1 X l O . m  UGXG 

MEAN= 18661.904161901g W K G  
SRJDEVE P1.415770BW W K G  

UCL= 1556.~110808719 UGKG 
SHAPlR.0 AND WILK 0 O O D m F - m  TEST - NORMAL DISIWBWlON 
NORMAL STAT = 0.769)848288621672 

DLWRIEWlON 1s NOT NORMAL - NORMAL SIAT < TEST STAT 
TESTSTAT= 0.m 

OEO MEAN = 1849.6381413~5 UGKG 
GEOSI'DDEV- 1.1196B3669s79 UQKG 
GEOMET UCL = 1850.117337M592533 UQKG 

SHAPIRO AND WIUC OOODNESSOF-m TEST -LOGNORMAL DSEUEWI'ION 
LOONORM STAT = 0 . ~ 1 2 5 0 1 o B p 1 5  

DlSllUBVIION IS N o 1  LOONORMAL -LOGNORMAL STAT C TEST SIAT 
TESTSAT = 0.908 

MEDUN= 1800.- UGKG QUALlFlER=U 
MEDIANUCL= 1849.09241810567232 UQKG 

TOTALIDATA = 21 
IDl?E4TS= 0 

XNONDEI'ECIS = 21 
DETMJTFREQ= o m  I 

WNONDEECM > 2tNONDETECTMWlMUM = 0 
TVTAL X STATISI'ICAL. DATA 21 



-CALL ACENAPHTHplE 

M A X D m =  240.- WKQ 
MlNDElTLT= 4%- WKG 
MAXNONDET= 2 7 0 . ~  UGKG 
MMNONDm = 340.- UQKG 
SFDNONDET = 350.- UQKG 

MEAN= 326.7307692308 WKQ 
SFDDEV= 118Slf971mL630 WKG 

UcL= 31231061386617362 WKG 
W L R O  AND WILK O O O ~ F ~  TEST -NORMAL DWRIBVPION 
NORMAL STAT = O.Sl~61oa61u4w1 

DISRIBVPION IS NUT NORMAL - NORMAL STAT C TEST STAT 
TESTSI'AT = 0.920 

oFI)MEAN= 288.%2@827W8WKG 
QEDS"DDEV= 1.818949468909 UGKG 
G E D m U C L =  288.961W994259ZI3 WKG 

SHAPlItO AND WILK OOO-F-FIT TEST - LOONORMAL DM'RIBVPION 
LOGNORM STAT = 0.67EB3W9381371 

DWIWBWI'ION IS NOT LOGNORMAL - UMNORMAL STAT C TEST STAT 
TESTSTAT = 0.920 

MEDIAN= 35o.oDlOOmW WKQ QUAUFIER=U 
MEDuNUCL= n0.- UGKG 

TOTALPDATA = 26 
tD?mXm= 6 

ImNDErECrs= a0 
DETEC~FREQ= n.m % 

TOTAL I STATETICAL DATA = 
t N O N D E r E C r s > 2 c N O N D E E C T M I " =  0 

m - mm ANALYSIS - 
NO HOTSWTS FOUND 

cHpMlcAL= ACENAP- . 

M A X D E W 3  = llO.QDmMo00 WKG 
MJNDEW3= 110.OM000m00 UGKQ 
MAXNONDm= 270.- WKG 
Ml"ONDm= 34O.QDmMo00 WKQ 
SDNONDET= 350.- WKQ 

MEAN= 368.4615384615 WKQ 
SFDDEV= 66.488420189312 UGKG 

UCL= 394.01886449486204 UGKG 
W L R O  ANDWILK OOODNES§OF4W TEST -NORMALDlsIwBvIxlN 
NORMALSTAT= 0.6W7OUi71650383 

TESTmAT= 0.920 
MsllzIBvIwlN IS NUT NORMAL - NORMAL STAT < TEST STAT 

QEOMEAN= 35959600026073148 UGKG 
QEDsI1)DEV= 1.294589351059 UGKQ 
QEOMET UCL = 359.69765019898432 UGKQ 

SHAPIRO AND WIIX OOODNESSOF-FIT TEST - UMNORMAL DISTRIBUllON 
LWNORM STAT 0 0.5179610631311CS3 

DLPPRIBVI?ON 1s NOT LOGNORMAL -LOGNORMAL STAT C TEST STAT 
TEWSI'ATS 0.920 

MEDIAN= w).- UGKQ QUALWIEU-U 
MEDIANUCL- 370.- WKG 

'ItWAL#DATA= 26 
tDEIWXS= 1 

tNONDFfEcTs= 23 
DErEmm= 3.85% 

# N O N D E T E C B > Z N O N D ~ M I " =  0 
TOTAL I WATISTICAL DATA 26 

HOTSPOT ANALYSIS - 
NO HoTSPOTS FOUND 



MAX NONDET = 11.- W K G  
MINNONDETI 8.lOWOWlOO W K G  
SlT)NONDET= 8.- W K G  

MEAN= 9.1W69231 W K G  
S T D D E V s  0.W775WW74 W K G  
UCL= 9.4810(1706587816 UGKG 

SHAplRo AND WILX O O O D N B S O F ~  TEST - NORMAL ~ l s ~ l l l ~ v ~ l o ~  
NORMAL STAT = 0.1081WXWU3274 

TESTSTAT = 0.m 
MsIllIBvIlON 1s NOT NORMAL - NORMAL STAT < TEST STAT 

oEoMEAN= 9- W K G  
G M S I P D E X ~  l.loE6Su87010 UGKG 
G M M E T U C L =  9.SOld88991pBaD W K G  
SHAPIROANDWIUCOOODNESOF~TEST-LOGNORMALMSTRlBVIlON 
LOGNORM STAT = 033-4 

DISTRIBUlTON B NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 
TESTSTAT= 0.920 

MEDUN= 8.- UGKG Q U A U F W - U  
MEDlANUU= %.9$97mQIp3209 W K G  

TOTALIDATA= 26 
X D E l E C H =  0 

INONDEWCTS= m 
DCI'ECTFREQ = 0.00 % 

TOTAL a STATISTICAL DATA = 
#NO- > 2 X N O N D m M L "  = 0 

26 

cHRmcAL= khtmuucENE 

M A X D m =  330.oomMmK) W K G  
M I N D E l " =  47.- W K G  
MAXNONDET= 470.oomMmK) W K G  
MINNONDET = 3 4 O . m  UGKG 
SIPNONDET = 3XJ.oomMmK) UOKG 

MEAN= 332.4615384615 W K G  
S I P D W  = 113.471186030514 W K G  
UCL = 376.078458151W UGKG 

a 
SHAPB.0 AND WIUC OOODNESS-' Fn' TEST - NORMAL DISTIUBWION 
NORMAL STAT = 0.8014UXK+SW% 

DISTIUBVIlON IS NOT NORMAL - NDRMAL STAT < TEST STAT 
TESTSTAT= 0.920 

O M M E A N =  297.CU748195706( W K G  
G E O S I P D E V =  1.T10109303810 W K G  

SHAPIRO AND WlIX OOODNESOF-m TEST - LOGNORMAL DlSl'RIBVIlON 
LOGNORM STAT = 0.652168063~19 

DISlTUBUl'lON 1s NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 

GMMET UCL = m.687890068ii710 WKG 

TESTSTAT = 0.m 

MEDIAN= uO.amomWX, W K G  QUALlFIER=U 
MHlIANUCL= 370.- W K G  

'l#TALYDATA .I 26 
# D E l E C H =  6 

INONDE~ECH= m 
DmECrFREQ- 73.08 ¶6 

am3mtmcrs>2rmmmML"= o 
TOTAL a STATWCAL DATA = m 

H m  ANALYSIS 
NO HOTSFVTS FOUND 



CHEUlcAL = AROCLOR-1016 

MAX NONDJ3 = 110.0000000000 IJGKG 
MMNONDJ3= 81.- UGKG 
sII)NONDEC 86.- UGKG 

MEAN- 9 1 . m -  UGKG 
sII)DEV= 9 . m 5  UGKG 
UCL= 9 4 . m 1 5 6  IJGKG 

SHAPIRO AND wIu( OOODNES-OF-F?I' TE\T -NORMAL DLWRIBtTION 
NORMAL STAT = 0.7081002669483162 

D ~ ~ O N  IS NOT NORMAL - NORMAL STAT < TESC =AT 
TESTSTAT= 0.920 

QEOMEAN= 90.ns4wI&(19 UGKG 
GEO SIZ) DEV 1.102653581010 UGKG 
G E O m U C L ~  91.aom2fil7STJ IJGKG 

SHAPIRO AND wIu( OOODNESSOF-FIT "EST - LOGNORMAL D B I W B W N  
LOGNORM STAT = o.rn3.nmmi465 

TESTSTAT = 0.920 
DLWRIBUllON IS NOT LOGNORMAL - LOGNORMAL STAT C TESC STAT 

MEDIAN= 87.- IJGKG Q U m = U  
MEDIANUCL= w9.4min3p93 UQKG 

TOTALIDATA = m 

INOND=S= m 
DFFurrFREQ= 0.00 I 

TOTAL a STATETICAL DATA = 

aDErFms= 0 

NONDEI'ECTS > t NONDJ3IECF MINIMUM = 0 
a6 

CHEMICAL= AROCLOR-IPl 

MAXNONDET = 110.0000000000 UGKG 
MINNONDEI'Z 81.0000000000 UGKG 
SI'DNONDET = 86.000000(1000 IJGKG 

MJ%N= 91.p07692308 UGKG 
sII)DEV= 9.-5 UGKG 

WCL= %.-I56 UGKG 
S"IR0 AND WEJC OOODNESSOF-FIT TEST - NORMAL DLWRIBWN 
NORMAL STAT = 0.708ICaXf&M3162 

DLWRIBtTION IS NOT NORMAL - NORMAL STAT C TEST STAT 
TESTSPAT = 0.m 

GEOMEANI 90.778425976419 UO/KO 
GEO sII) DISV = 1.102653581010 UGKG 
GEOK!3UCL= 91.ZYZ72371'78510 UGKG 

S"IR0 AND WILX 0oODNESS.OF-FTT TEST -LOGNORMALDBIWBWN 
LOGNORM srAr = o . m ~ i w  

TESTSTAT= 0.920 
DLWRIBWN IS NOT LOGNORMAL - LOGNORMAL STAT C STAT 

MEoLAN= 87.- UGKG Q U A u n w = U  
MEDIANUCL= 89.49XB91213p93 UGKG 

TOTAL~DATA = m 

a~omErEcrs= m 
IDErECrs- 0 

DETEcrFREQ = 0.00 I 

IN0NDEIWT.S > aNONDEI'ECThUNIMUM .I 0 
TOTAL a STATETICAL DATA = m 



MAXNONDm = 110.0000000000 WKG 
Ml"ONDm= 81.0000000000 UGKG 
SlDNONDJZl'x 86.0000000000 UGKG 

MEAN- 91ZU7692jU8 UGKG 
mDJ3'= 9 . q S  UQKG 

U C L -  94.OW%5878156 U G K G  
SHAPRO AND WIIJC OooDNEsfoF-fIT TEST - NORMAL DMWBUI'ION 
NORMAL STAT = 0.1081002669483162 

DlSlXDUIION IS NOT NORMAL - NORMAL STAT < TEST STAT 
T E V S T A T =  0.m 

QEOMEAN= 90.T18425418419 IJGKG 
QEOSPDDEV= 1.1026535h7010 UGKG 
G U l M E T U C L ~  91.20%?7Z~f178S]O UGKG 

SHAPRO AND WILK O o o D N E S S O F - ~  TEST - LOGNORMAL DlSl'RlBUI'ION 
LOGNORM STAT .i 0.733%78272%1465 

DMWBUI'ION IS NOT UMNORMAL - UMNORMAL STAT C TEST STAT 
T E S T S T A T =  0.m 

MEDIAN= 87.0000000000 UGKG QUALIFER=U 
MEDUUCL= w . ~ m i n m  WKG 

TOTALIDATA= m 

INONDEECIS= m 
DETEcrFREQ = O m  .% 

I NONDEIECTS > 2x NO-T MMlMuM = 
TOTAL I STATISTICAL DATA = 

# D E I " =  0 

0 
m 

m C A L =  AROCLOR-1242 

MAXNONDm = 110.0ara00000 UQKG 

SPDNONDm = 86.0ara00000 WKG 

MEAN= 91.p01692308 UGKG 
S l D D E v =  9.467190304235 U O K G  
UCL= %.-I56 U G K G  

MINNONDET = 81.0000000000 W K G  

SHAPRO AND WIIJC OOODNESSOF~ TEST - NORMAL DlsIwBvl lON 
NORMAL STAT = 0.1081002669483162 

DISI'RIBUI'ION IS NOT NORMAL - NORMAL STAT C TEST STAT 
T E S T S T A T =  0.m 

GEOMEAN= 90.nM2W76419 WKG 
G E O S I ' D D E v =  l.lOL65U81010 WKG 
GEOMETUCL= 91.2mrrm178sx) WKG 

SHAPIRO AND WIIJC O O O D N E s f o F - ~  TEW - LOGNORMAL DISTRIBWllON 
UMNORM STAT = 0.733347827p81465 

DMWBUI'ION 1s NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 
T E W S T A T -  0 . m  

MEDIAN= m.ooomnm UOKG QUALWIER=U 
MEDIANUCL= 89.4970)91235109) UQKQ 

T O T A L I D A T A =  m 
I D E E C I S =  0 

I N O N D ~ S =  m 
DETECTFREQ= OSKI 'z 

INONDETECTS > 2 x N O N D E l " M M l M u M  = 0 
TOTAL c STATISIICAL DATA = m 



cHFMlcAL= ARocLoR-lzIs 

MAXDEl'E€T= 610.- UGKG 
M I N D E l X T r  ciXI.ooamm00 UGKG 
MAX NONDI3 = 110.- UGKG 
MINNONDEl'= 83.- W K G  
S r D N O N D I 3 a  86.- UGKG 

MEAN = 113.8846153846 W K G  
SDDEV = 111.6M56Y189793 UGKG 
UCL= 156.78479747XM04 U G K G  

SHAPIRO AND WILK O O O D N L S O F m  TEST - NORMAL DWWBUI'ION 
NORMAL STAT = O.%7&3ZQ917751W 

D " R I B W N  IS NOT NORMAL - NORMAL STAT < TEST Sl'AT 
-SPAT= 0.920 

QEOMEAN= 98.463335S7148S UGKG 
GEO Sl'D DEV = 1.464555381213 W K G  
GEQMEFUCL= 99.03398458845822 UQKG 

SlUpIRO AND WILK W O D N L S O F - m  TEST - LOGNORMAL DLSIRDVIXIN 
LOGNORM S A T  = 037616Be(usM3p 

TESTSTAT = 0.920 
DarpRlBvrrON IS NUT IBGNORMAL -LOGNORMAL =AT C TEST =AT 

MEDUN= E8.- UGKG Q U A U P W = U  
MEDIANuQ.= 90.- UGKG 

TOTALIDATA- 26 
aDErECrs= 1 

INONDJxFms= 21 
DEl7?JXFREQE 3.85 A 

INONDJ3'ECTS > 2cNONDEECTMlNlMUM = 0 
TOTAL X SIATWICAL DATA = 

L. HOTSPOT ANALYHS L. 

NO HoTseoTS FOUND 

26 

cHEMlcAL= ARocuIR-lzI4 

MAXDEl7?JX= laM.WOWCUWO U G K G  
M D J D E I " =  yO.omxrm00 UGKG 
MAXNONDm = M).OOOOOWm) U G K Q  
MINNONDE"= 17omMaXT)o U G K G  
~ N O N D E T =  im.omxrm00 WKQ 

MFAN- 23S.moammO UGKG 
STDDEV= aM.618p4821066 W K G  

UCL = 314.m38138339 U G K G  
gUpIR0 AND WILK ooODNEssoF-m TEST - NORMAL D I S T R I B W N  
NORMAL STAT = 0342S74K87113939 

DISXIBUITON IS NUT N O R M U  - NORMAL STAT < TEST STAT 
= = A T =  0.920 

QEOMEAN= ~.257188%9533 W K G  
GEO sI1) DEV = 1.52481274149 U G K O  
GEOMEl'UCL= 233.8833U771759d62 W K G  

SHAPlRO AND WILK WODNEssoF-FIT TEST - LOGNORMAL DISIWBUI'ION 
LOGNORM Sl'AT = 0.4601105144026358 

TESTSTAT = 0.520 
DISTRIBUTION IS NUT LOGNORMAt - LOGNORMAL =AT < SPAT 

MEDIAN- 180.anOmmO UGKG QUAUFIER=U 
MEDJANUCL= 180.- W K G  

TOTALIDATA= a6 

I N O N D € E C B =  24 
2 

D E r E C r m =  7.69 % 

TOTAL a .WATMICAL DATA = 
INONDEIWXS > 2rNONDEl"MMIMuM = 0 

26 - HUTSPVT ANALysLs 
NO HUTSFOTS FOUND 



MAXNONDET = POMmOmOOO UGKG 
M l " O N D E T =  IsO.amOoam0 UGKG 
SI'DNONDET- llo.amOoam0 UGKG 

MEAN- 182.6923076923 UGKG 
s l l )DEV= 1932&8%&771 UGKG 
UCL= 1 9 0 . 1 2 1 ~ 1 7 3 1 1  UGKG 

SHAPIIlOANDwlllcooODNESOF~TEST-NORMALDlSlTUB~ON 
NORMAL STAT 0.-6210 

DlSlWBUlWN 1s NOT NORMAL. -NORMAL STAT < TEsr STAT 
TESTSTAT ss 0.920 

GEOMEAN = 181.7Xm971Om UGKG 
GEO !XD DEV 1.104191751096 UGKG 

SHAPIRO AND WILK ooODNEss-oF-m TEST - LOONORMAL DISTIUBlJl'ION 
G U I M E T ~ ( Z =  ia i7yc19gss199  UGKG 

LOGNORM STAT = 0.759372967192399 

DlSl'lUBvI1ON IS NOT LOGNORMAL - LOONORMAL STAT < TEST STAT 
TESTSTAT- 0 . m  

MEDIAN- 170.0000000000 UGKG Q U r u p l E K = U  
MEDIANUCL-  im.ma~m0000000 UGKG 

TOTALIDATA= m 

NNONDETECTSR m 
# D E l W T S =  0 

D€TEI=rFREQ= o m  % 

I NONDETECTS 5 2x NOM)- = 0 
TOTAL t STATISFICAL DATA = m 

CHEMICAL = BPIZO(.)A"HMCENE 

MAXDETECT* 830.- UGKO 
MIND== 140.0000000000 UGKG 
MAXNONDm = 4iV.oOWWNOO UGKG 
MINNONDET- 350,0000000000 UGKG 
STDNONDET 350.mooMmx) UGKG 

MEAN 374.6153846154 UGKG 
SI'DDEV = 139.951386318766 UGKO 
UCL= 428.410%559%3646 UGKG 

SHNJRO AND WILK ooODNESOF-FIT TEST - NORMAL D m v I 1 O N  
NORMAL STAT = 0.89869XW6431013 

m v I 1 O N  1s NOT NORMAL - NORMAL. STAT 

GEQMEAN= 349.086665069401 UGKG 
GEOSl'DDEV- 1.472538SS79 UGKG 
GELMETUCL= 349.65269066W980 UGKG 

W I R O  AND WILK GOODNESSOF-FIT TEST -LOGNORMAL DISTIUBVllON 
LOONORM STAT = 0.921262o580348091 

TESTSTAT 0.910 
STAT 

TESTSTAT= 0.m 
DISTIUBUITON IS LOGNORMAL - LOGNORMAL STAT > TEST STAT 

MEDUN= ~.amOoam0 UGKO QUIUPIER=U 
MEDUNUCL- 384.97W91233P928 UGKG 

TOTALIDATA = 26 
IDETFCRS- 1 1  

NNONDETFCRS= 15 
DElWTFREQ= 4!&31% 

NNONDETFCRS > 2 x N O N D ~ M I N W U M  = 0 
TOTAL N STATlsTCAL DATA = - HoTspoT ANALYSIS - 
NO HOTSPOTS MUM, 

26 



CHEMICAL = BENZOWFLLJOLWIWENE 

MAX- = 810.m0aa0000 W K G  
MlNDcIuJTO 180.UXm00000 UGKG 
MAXNONDm = 47O.UlaWMUO UGKG 
M I N N O m =  350.ommoQIo W K G  
SFDNONDCP = 350.OLWmOWO UGKG 

MEAN= 368.4615384415 W K G  

UCL = 412.16761554846W1 UGKG 
~ D J X  = 113.70313m1as7 WKG 

SHAPWO AND WILK OOODIYESSOF-FPT TEST' - NORMN. DISTRIBWI'ION 
NORMAL =AT = 0.78.5%54~93518 

DISTRIBWI'ION 1s NOT NORMAL - NORMAL STAT < TJBT STAT 
=STAT= 0.m 

GEOMEAN= 353.86987- IJGKG 
GEOSTDDEV= 13pO14505229 UGKG 
GEOMETUCL.= 35437804060277110 UGKG 

-0 AND WIUC OOODNESSOF-F-FIT TEST' - LOGNORMAL DISIWEWI'ION 
LOGNORM STAT = 0.896739147W1IX27 

lESTSTAT= 0.920 
DlSlWBUl'lON IS NOT LOGNORMAL - LDGNORMAL STAT C TESS =AT 

MEDIAN= 360.- UGKG QUALIFIER=U 
)dEDUNUCL= 3XI.- UGKG 



QlEMIcAL = BENZO@WERYLENE 

WDElWX= 350.- UGKG 
MIND€lWX= Sr.OXOWOOO UGKG 
MAXNONDmr 470.- UGKG 
MINNONDmt 350.- UGKG 
SIDNONDEC = 350.- UGKG 

MEAN= 3W.&%9230?69 UGKG 
STDDEV= IOZ.I?XI42X3797 UGKG 
UCL= 3 5 9 3 5 2 5 1 3 ~ 1 8 7  UGKG 

SHAPIRO AND WIIl; OOODNESSOF-Fn' TEST - NORMAL DET?UBWIlON 
NORMAL STAT = 0.6422134mp)9729 

T E S T S A T  = 0.920 
DlsIwBvIlON Is NOT NORMAL - NORMAL STAT < "EST STAT 

GM)MEAN= 296.6339t3972693 UGKG 
GWSI'DDEV= 1.547589660326 W K G  
O m U C L =  297.2288382865001s UGKG 

SHAPIRO AND WIIX OOODNESSOF-m TEW -LOGNORMAL DEI'RDUlTON 
LOONORM STAT = 0.750131706mlIX39 

DISIWBWION Ls NOT LOONORMAL - LOGNORMAL =AT < TEST STAT 
TESTSTAT = 0.920 

M E M A N -  3SO.OWJUXWO W K G  QUAJ5lER=U 
MEMANUCL- 3 6 4 . 9 7 0 3 9 1 ~  UGKG 

TOTALIDATA= 26 
XDElTClX=  8 

INONDETECTS = 18 
DEEYXFREQ= mn A 

+I NO- > h N O N D m  MINlMuM = 0 
TOTAL I SPATlsllCAL DATA = 26 

HOTSPOT ANALYSIS 
NO HOTSKYTS FOUND 

cH&ucAL = BPIZOonUORAWMENE 

MAXDEl%CT= 740.oamooax) UGKG 
MIND€lWX-  I?o.oamooax) UGKG 
MAXNONDm= 470.- UGKG 
MINNONDEl'= 350.oamooax) UGKG 
S l D N O N D ~ =  350.- WKG 

MEAN= 361.53%6153&5 UOKG 

UCL= 406.04338nntBTm W K G  
~ D E V  = i1s.m1wi566+9 WKG 

SHAPlRO AND WIIX ooODNEssoF-FlT TEST - NORMAL DlspRlBvIxlN 
NORMAL.WAT= 0.88*12399356tW35 

MslwBvllON IS NOT NORMAL - NORMAL STAT < TEST STAT 
" E W s T A T I  0.920 

OEOMEAN- 342.121891559Ra4 W K G  
OEOSI'DDEV= 1.41SlU2A15l& UOKG 
O & Q m U C L =  342.66640)63MZaM W K G  

S"R0 AND WILK GOODNFSOF-FW TEST -LOGNORMAL DISIWBUI'ION 
LOONORM STAT = O.glC1914S71541!225 

DlSnUBUMON IS NOT LOGNORMAL - LOONORMAL =AT C TEST STAT 
TESTSTAT= 0.920 

X!O.- UOKG QUAuFlER.:U 
MEDSANUCL= 370.- WXO 

TOTALIDATA= 26 
I D E I ' B X S I  10 

INONWX€CR3= 16 
. m F R E Q =  38.46 % 

TOTAL I STAIISITCAL DATA = 
INONDEIECB>hNONDEI'RXMU?MUM= 0 

m 

'HOTSWTNULYSIS' 
NO HOTS#IIS FOUND 



CHEMICAL = BENullC ACID 

MAXNONDET = p00.- UGKG 
MI"ONDm= ltW.0000000MO UGKG 
SI'DNONDETS 17m.- UGKG 

MEAN= 1861.9047619048 UGKG 
SI'DDEV= 221.41sTIop9289 UGKG 
UCL= 1956.~310808719 UGKG 

supIROANDwILKooODNESS3F~TEST-NORMALDIsllllBvlxlN 
NORMAL SPAT = 0.M938182g8621672 

TESTSTAT 5 0.908 
DlslwBvIloN IS NOT NORMAL-NORMAL =AT < TEW SPAT 

QEOMEAN- 1849.63844133Kr35 UGKG 
QEOSI'DDEV= 1.119683669579 UGKG 
GEOMET UCL = 1850.1173-33 UQKQ 

. -0 AND WIUC O O O D N E S M J F ~  TEST - LQGNORMAL D-WION 
LOGNORM SPAT = 0.7886812501~15 

TESTSPAT 5 0.908 
DISIWBWYON 1s NUT LOONORMAL -LOGNORMAL STAT C STAT 

MEDUN- LBa).axxWaa)O UGKG QUAUFIEJI-U 
MEDlANUCL= 1849.0924181M61p? UGKG 

W T A L I D A T A -  21 
IDFX'ELTS- 0 

INONDFTSCTS- 21 
D E I " f R E Q  = 0.00 I 

INONDEEIXS > IbrN0NDEIWX"MlMuM = 0 
TOTAL I SPA"ICAL DATA = 21 

CHEMICAL = BENZYL ALCQHOL 

MAXNONDEF = *7o.WaXa0000 UGKG 
MMNONDETI 340.- UGKG 
SI'DNONDm = 350.- UGKG 

MEAN = 383.3333333333 UGKQ 
SI'DDEV = 45.074893585521 UGKG 

UCL - 4U2.6121837- UQKG 
SH4PRO AND WIUC OOODNESSOF-m TEST - NORMAL DMWBUIlON 
NORMALSTAT= 0.- 

TESTSTAT= 0.908 
DBTRDUI'ION IS NUT NORMAL - NORMAL =AT C TEST SPAT 

QEDMEAN= 380.882507180097 UGKQ 
GEO SI'DDEV = 1.11753EWS71 WKQ 

SHAPIRO AND WIIX WODNESSOF-m TEST - LQGNORMAL DLWRIBIJlTON 
GEOMET UCL = mxomrnp~sp UQKG 

LOGNORM STAT = 0.7- 
TESTSPAT = 0.908 

DISIWBUIlON IS NOT LOGNORMAL - LQGNORMAL mAT < TEST STAT 

MEDIAN= SJ.M00a00MO UGKQ QUAUFIERrU 
MEDUNlJCL= 374.909u161056721 WKG 

TOTALIDATA= 21 
IDFITx3Ts= 0 

INONDEECI'S = 21 
DEI'ECTFJtEQ= O D  I 

INONDEECI'S > 2xNONDJ2TEXTMINIMUM = 0 
TUTAL a STATISTICAL DATA = 21 



CHEMICAL = B E @ C H W R O E M O ~  

HAxNONDm = 470.- WKG 
MI"ONDm= W.oOWOOm0 UQKG 
Sl'DNONDEl'= 350.- WKG 

MEAN= m.69?33?6923 WKG 
SlDDEV= 42.1816311)71862 WKG 
UCL= 393.XW0440412750 WKG 

a 
SIAPlJlO AND WIUE OOODNEsfoF-m TEST -NORMAL DWI'IUBvI1oN 
NORMAL S A T  = 0.671- 
TESTSTAT= 0.W 

DBl'RBmON Ls NOT NORMAL - NORMAL STAT < TBT STAT 

OEoMEAN= 375.55195505%3 WKG 
QEoSlDDEV= 1.109756015357 WKG 
GEoh4JX UCL = 375.9711315306853 WQKG 

SHAPIRO AND WIlX OOODNESSOF-m TEST - LOONORMAL DISTRIBUITON 
LAWNORM SPAT = 0.69087809831135396 

TEST.WAT = 0.920 
DLSTIUBVl7ON 1s NOT LOONORMAL - LoomlRIML Sl'AT C TEST STAT 

-IAN= 3fQAomamm WKQ Q U A L P W = U  
MEDlANUCL= 370.- UQKG 

TOTAL#DATA= 26 
#DETECTS= 0 

INoNDErEcrs= 26 
DEE.mFREQ= 0.00 I 

INoND~skNoNDErEcrMxN!MuM= 0 
TOTAL x STATMTCAL DATA = 26 

MEAN= 37I.WW76923 UQKO 
SlDDEV= 42.181630371862 UGKG 
UCL= 393.906*)440412750 UQKG 

-0 AND WIlX O O O D N E S O F ~  TEST -NORMAL DlSI'RlBVl7ON 
NORMAL STAT = O.b71762ZW39%685 

DISTRIBUTION IS NOT NORMAL - NORMAL STAT < TESI' STAT 
==AT= 0.920 

OEoMEAN= 375.551955055443 W K G  
QEoSl'DDEV= 1.109756015347 WKQ 
QEoMET UCL = 375.97113lW368S3 UGKG 
S"llLOANDwILKOOODNEssoF-RT~-LAWNORMALDISTRIBUl'ION 
LOONORM STAT 0.69087809831153% 

DISTRIBUITON IS N m  LOONORMAL - LOONORMAL SFAT < TEST =AT 
-STAT= 0.920 

MEDIAN= 36o.awwxIomr) WKQ Q U A u w 1 = U  
MEDIANUCL= 370.- UQKG 

TOTALIDATA= ab 

DErEmpRGQ= o m 1  

~ A L  x SMTISTICAL DATA = 

IDErEcrs= 0 
#NONDErEcrS= 26 

#NONDEI?XTS 5 ' k N O " K T M x N ! M u M  = 0 
26 



CHEMICAL - ~ R O ~ P R O P Y L ) E I % E R  

MAXNONDl3= 4j7).0000000000 UGKO 
M I N N O W =  340.0000000000 W K G  
STDN0-E 350.- W K G  

MEAN= 377.6923076923 W K G  
STDDEV- &18180371862 W K G  
UCL= 393.Xb640WM12750 W X G  

s l u p f R O A N D w I u < o o O D N E S S O F ~ T E s T - N O R M A L D ~ U l 7 O N  
NORMAL STAT = 0.67176221113990685 

TEWSTAT p 0.920 
DlSIRDUllON 1s NOT NORMAL-NORMAL STAT < TEST STAT 

GEOMEAN= 375.S5195505S443 W M G  
0EOSTDDFS'- 1.109756015341 W K G  
O m U C L =  375.9785315343cX53 W K G  

SHAPRO AND WILK OOODNDSOF-RI' TEsT - LWNORUAL MSIWBUI'ION 
LOONORM STAT .5 0.69087801183835396 

DlSIRDUllON 1s NOT LOONORMAL - LoomlRMAL STAT < TEST STAT 
TESXSTAT = 0.m 

MEMAN= ~.amamoO W K G  QUALIFW=U 
MEDuNUCL= n0.- W K G  

TOTALIDATA = m 
IDEllxrs= 0 

INONDl?rEaS= 26 
D=FllEQ= 0.00 % 

INONDEIWXS > & N O " B X M M I M U M  * 0 
TOTAL I STATETICAL DATA = m 

-CAL= BW-PIWHAUTE 

MAXNONDET- 470.- W K G  
MI"ONDEI'= 46.- W K G  
sIz)NONDcI= 350.0000000000 W K G  

MEAN= 325.9615384615 W K G  
STDDEV = 125.4218974n529 W M G  
UCL= 374.17216mmp08 UGKG 

S " l R O A N D W l L K ( K K I D N F S S O F 4 W T E S X - N O R M A L D ~ U l l O N  
NORMALSTAT = 0.761- 

DISTRIBUlTON 1s NOT NORMAL - NORMAL STAT < TEST STAT 
-=AT= 0.m 

GEOMEAN= 280596711619388 W K G  
G E O s l p D E V -  1.92451063852) W K G  
G E O m U C L =  281.34Q31356501693 W K G  

S " l R O A N D ~ o o O D ~ F - ~ T E p T - L o o N O R M A L M s r r u a v I l O N  
IDGNORM STAT 0.6466641083292735 

D I S l R l B W N  1s NOT IDGNORMAL - LOONORMAL STAT < TEsr STAT 
TESTSTAT= 0.m 

MEDUN- WlaaanamO UGMG QUALIFIER-U 
h€EDIANUCL= 370.- WKG 

TOTALIDATA = m 

INONDEIWXS- m 
DErEcrfREQ= 0.00 % 

~ A L  I STATETICAL DATA = 

IDErEcrs= 0 

#NO- > k N 0 N D m M I N I M U M  = 0 
m 



MAXNONDl3 = s70.0000000000 UGKG 
MI"ONDm5 Wo.0000000000 UGKG 
SIDNONDETO 350.0000000000 WKG 

MEAN= 377.690076923 WKG 
STDDEV = 42.181670371862 UGKG 
ucL= 393.9064(U4w12750 WKG 

SHAPIRO AND WIIX OOODNESSOF4TT TEST - NORMAL DISI'RIBUI'ION 
NORMAL STAT = 0.67176ZWHXSS 

TEST.WAT= 0.920 
DWWBIRION 1s NOT NORMAL - NORMAL STAT C TEST STAT 

OEOMEAN= 375.551955055443 WKG 
GEOSIDDEV= 1.10975r315347 WKG 
GEOMET UCL = 375.978531534?1EW3 UGIKG 

SHAPIRO AND WILX 0 0 0 D N E S f O F - m  TEST - LOGNORMAL DLWIUBUI'ION 
LOGNORM STAT = 0.-53% 

TlSI'sTAT = 0.920 
DMTUBIRION IS NOT LWNORMAL - L4WNORMAL STAT C lTsT STAT 

MEDIAN= 360.- WKG QUALIFIER=U 
MEDIANUCL- rlD.rmmmoOma WKG 

TOTAL~DATA = m 
IDETM7ISI 0 

I N O N D E l W T S I  26 
D m F R F . Q =  0.00% 

I N 0 N D E l " S  > 2rNONDElWXh4INMUM = 0 
TOTAL 1 S T A ~ C A L  DATA = m 

t2nmaxL= c"E 

M A X D m =  790.0000000000 UGKG 
M L N D m =  laO.Oommm0 WKG 
MAXNONDm = cIo.Oommm0 UGKG 
MI"ONDm= 350.0000000000 WKG 
S I D N O m  = 350.oOWOWOW UOKG 

MEAN= 375.3646153846 WKG 
S I D D E V =  1385982231329B7 WIKG 
Vn- 428.66oOs718602310 WKG 

SHAPIRO AND WIIX OOODNESSOF-FII' TEST - NORMAL DISI'RIBUI'ION 
NORMAL STAT = 0.92933063%932231 

T E S T S T A T =  0.920 
DETIUBUI'ION 1s NORMAL - NORMAL STAT > TEST STAT 

GEOMEAN= 34784p898sp94 WKG 
GEOSIDDEV= 1561454925524 UGKG 
GEOMET UCL = 348.4~125814135 WKG 

~~OANDWIIX000DNESSOF-FlTTEST-LWNORMALDISTRIBUI'ION 
LOONORM STAT = 0.9oB)9wo1zz&Q18 

DISTRIBUI'ION 1s NOT LWNORMAL - LOONORMAL STAT C TEST STAT 
=STAT = 0.920 

MEMAN= 360.OOWBOmI WKG QUALIFIER-U 
MEDUNUCL = 414.9111- WKG 

TUMLIDATA= m 
# D E I " =  14 

I N O N D E X J E B -  12 
DEXW3FRF.Q- 53.85% 

# N O N D E I W T S > 2 r N O ~ h 4 I N M U M ~  0 
TOTAL I STA"MXAL DATA = 16 

HOTSPQT ANALYSIS 
NO HOTSPOTS FOUND 



- 
CWEMlCAL = Db-BUI'YL PwllUuTE 

MAXNONDETp s7o.mmOma UGKG 
MINNONDET = UJ.~OCWJWW UGKG 
SlDNONDET 3y).oOCWJWW UGKG 

MEAN= 318.1538461538 UGKG 
Sl'DDW= 339.591903089986 UGKG 

U C L =  371.8112462338060 UOKG 
SHAPIROANDWllJCoOODNESSOFFlTTEW-NORMALDISI?UBWN 
NORMAL STAT = 0.7162758415612518 

DISl?UBUI'ION IS NOT NORMAL - NORMAL STAT < TEST STAT 
TESTSTAT= 0.920 

GEOMEAN= 251.-141 UGKG 
GEOSl'DDW= 2.3496008lm5 UGKG 
G E O m U C L =  252.72771469897506 UGKG 

SHAPIRO AND WlLK ooODNEssoF-m TEST - LOONORMAL DISI'IUBIJTION 
LOGNORM STAT = 0 ~ 1 2 M O T 1 0 6 0 2  

TESTmAT = 0.920 
DISPRIBIJTION IS NOT MONORMAL - LoaNORMAL STAT < TESP STAT 

MEDIAN= 360- UGKG QUALIFIER=U 
MEDuNUCL= 370.- W K G  

TUl'AL#DATA= 24 
ID-- 0 

I N O N D ~ =  m 
DErEcrFREQ= om I 

I NONDEIWXS > 2r NONDElWX MIMMUM = 
TOTAL I STATISTICAL DATA = 

0 
26 

CHEMICAL = DbOCl'YL P"lWATE 

MAXNONDET= s7o.mmOma UGKG 
MINNONDET = 34o.Mm)o(x) UGKG 
m N O N D E T =  350.oOCWJWW UGKG 

MEAN= 377.m6Z23 UGKG 
SfDDEY = 42.181-1862 UGKG 

U C L =  393.906409r)Q12750 UGKG 
S K h P I R O A N D W I L K o o O ~ F F l T T E W - N O ~ D ~ ~ O N  
NORMAL STAT = 0.61176ZV39SU6&5 

DISIWBUI'ION 1s NOT NORMAL - NORMAL STAT < 'I" STAT 
TESI'.WAT= 0.920 

GEOMEAN - 375.5519UMy43 UGKG 
GEO Sl'D D W  1.1097~15347 UGKG 
G E O m  UCL = 375.978.5315w6853 UGKG 

SHAPRO AND WIIX oOODNEssof-FfT 
LOGNORM STAT 0 . w 5 3 9 6  

DISl?UBIJTION IS NOT LOONORMAL - LOONORMAL STAT < 

- LOONORMAL DISI'IUBWN 

TESTSTAT = 0.920 
STAT 

MEDIANS 360.- UGKG QUAUFlER=U 
MEDIANUCL= 370.- UGKG 

TOTALIDATA= 26 
#DI?IWXS= 0 

I N O N D E l F C H *  26 
DETECrFREQ- 0.00 I 

INONDETECIS > ZNONDElWXMMIMUM = 0 
TOTAL I STATISTICAL DATA = 26 



TOTALIDATA= 25 
IDmfCrs= 4 

W N O ” X B =  21 
DEIZXTm= 16.00 I 

INONDETKTS>ZrNONDEIECI’MINlMUM= 0 
TOTALISPATISTICAL DATA = 25 - tIwlwoT ANAl.Ysls - 
NO HCXSPOTS FOUND 

cHwcAL= D I B E ”  

MAxDErEm= 86.mamxyx) UOKff 
h4w-S 37.mamxyx) W K G  
MAxNoNDEr= /lo.- UGKff 
Mt”ONDm= 340.- W K G  
WDNONDJX= 350.- W K G  

MEAN= 355.11538461Y UGKG 
SlDDEV= 946gWQBoT1462 WKG 
UCL = 391.5102111360698072 UOKG 

SHAPIUO AND WIUC OOODNESSOF-m - N O W  , DISI’IUBUllON 
NORMAL STAT - 0.6631779123619066 

=STAT= 0.m 
DM‘RIBUllON Is NOT NORMAL - NORMAL STAT C TEST STAT 

GEQMFAN= 3 2 6 . m l l  WKG 
GEOSmDEV = 1.69861*)32354 UGKG 
Q m U C L =  326.65560356848010 WKG 

SHAPlRO AND wIu( OOODNESSOF-FfT = - tooNORMAL DISI’IUBUllON 
LOONORM STAT = 0.47131WW%4396 

DISIXIBUllON 1s NOT LOGNORMAL - LOGNORMAL SPAT C TEST STAT 
TESTSPAT = 0.m 

MEDIAN= 360.- WKG QUALIFIER-U 
HFDUNuCL= 370.- W r n  

TWTALIDATAI m 

DErFrrFREQ- 7.69 I 

#DETECTS- 2 
INoNDEEcrs= zl 

INONDETELTS > ZrNONDEIECI’MIN(MuM 0 
TOTAL I SPATISTICAL DATA = - iKllwoT ANALYsls - 
NO HUEPOTS FOUND 

26 

1 I 



CHRaCAL- DIEIDRLN 

MAXNONDm = 23.- WKG 
M M N O m  = 16.- WKG 
SPD NONDET = 17.- UGKG 

MFAN= 18.2691)(n692 UGKG 
SI'DDEV= 1.932668388677 WKG 
UCL = 19.0121245KS1731 WKG 

-0 AND WILK a o O D ~ F 4 W  TEST -NORMAL DLWRIBVI'ION 
NORMAL,spAT= O.-6Z1 

DWWBvIIoN 1s NOT NORMAL-NORMALaAT C TEX =AT 
=STAT= 0.W 

GEOMEAN = 18.175411971033 WKG 
GEOSIPDEV = 1.100791751096 UOlKG 
oEoMETUCL= 1859974624821844 IJGKQ 

SHAPfRO AND WlLK ooODNEssoF-m TEST - LOONORMAL DlSlWBVTION 
UXiNOM STAT = 0.75937257671p4w 

MslRlBvIloN 1s NOT LOONORMAL - LOQNORMAL =AT < 
==AT= 0.920 

STAT 

MEDUN= 17.OWXKWlO UQKG QUALIFER-U 
)rlFMANUCL= 18.- WKG 

m A L # D A T A =  26 
a D m m s =  o 

a m m m =  m 
m F l l s Q =  0.w I 

a m m ~ > l r " m r E m  o 
TOTAL a S T A ~ C A L  DATA = m 

CHPQCAL= DIEI'€M.PKPHALATE 

MAXNOMIEX'= (Io.- UGKG 
LWNONDET= 3#J.amooOaa UGKG 
=NONDET= UO.ammm0 WKG 

MEAN- 377.a9Mn64p UQKG 
s I l f D E V =  42.18163l7371862 VQKG 

UCL= 393.906xluWlZ750 WKG 
W I R O  AND WlLK ooODNEssoF-FTC TEST -NORMAL DLWRIBWN 
NO?MALSTAT = 0.6717621(13990685 

TEsI'STAT= 0.920 
m V I ' I O N  1s NOT NORMAL - NORMAL STAT < TEST STAT 

OERMEAN= 375.551955055443 W K G  
OEDSIPDEV = 1.1W756015347 WKG 
muQ.= 375.97853153436853 WKG 

SUPIRO AND WlLK ooODNEssoF4W T E S  - L O O N O R M A L ~ W l O N  
LOONORM -AT = 0.690g1809g3835396 

IBSIXDVIXIN IS NOT LOONORIUAL - LOONORMAL STAT C TETr WAT 
=STAT = 0.m 

LIEMAN= W.0000000000 UGKQ QUALIFER=U 
MEDIANEL= 370.- W K O  

~ A L R D A T A C  a6 
a m m c r s =  o 

ammmms= m 
DErEmFREQ= 0.00 I 

I ~ E r E m s > 2 t N O N D ~ M M l M u M =  0 
~ A L  a ~ATEIICAI. DATA = 26 



MAXNONDJD = 47O.OOOOWWO UGKG 
bU"ONDET'= 340.- UGKG 
s T D N O m =  350- UGKG 

MEAN= 37l.69?3I76923 W K G  
SIDDEV= 42.2181630371862 W K G  
UCL= 393.9064MUM12750 UGKG 

SHAPJRO AND wIu( OOODNESSOF-m TEST -NORMAL DISTRDUllON 
NORMAL STAT = 0.6717- 

TESTSTAT = 0.920 
DlsTRIBvlloN IS NOT NORMAL -NORMAL STAT C TMT STAT 

QEOMEAN= 375S19uMy43 W K G  
GEO Si'D DEV = 1.109756015347 UGKG 
GEOMETUCL= 375.9785315343@33 W K G  

SZlApIRO AND wIu( OOODNESSOF-m TEST - LOGNORMAL DlsTRIBUI'ION 
LOONORM STAT = 0.68061%0(18385396 

DlSlWBvlloNlSNCWIBQNORMAL-IBQNORMALSTAT C m S T A T  
TESTSTAT= 0.920 

MEDIAN- 360.- W K G  QUiuplER=U 
MEDIANUCL= 370.- W K G  

TQTAL#DATA= 26 
#DETECTS= 0 

xNONDms= 26 
DErEcrFFsQ= 0.00% 

TOTAL x SWTISIICAL DATA = 
X N O N D m S  > hNONDElTCTMMhlUM 0 

m 

CHEMICAL = ENDOSWAN I 

MAXNONDET = 11.- UGKG 
MMNONDET = S.lamoOOa, UGKG 
Si'DNONDET= 8.6000000000 W K G  

MEAN= 9.1po769P1 W K G  
s T D D M =  0.946179oM4 W K G  

U C L =  9.48100706587816 UQKG 
SHAPJRO AND WILK OOODNESWFm TEST -NORMAL DlSl'RIBUI'ION 
NORMAL STAT = 0.10810(33669483274 

DlSl'RIBVIION IS NOT NORMAL - NORMAL STAT C 
TESTSFAT - 0.920 

STAT 

(3EQMEAN= P . ~ Z W b X Z  W K G  
QEOSi'DDEV= 1.1UXS3583JlO UGKG 
QEOMEI'UCL= 9JolbBB991p8aD W K G  

SHAPIRO AND WILK OOODNESSOF-FIT TEST -LOGNORMAL DWIWBUI'ION 
LOGNORM STAT 0.733-4 

DWIWBUllON IS NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 
TESTSTAT= 0.920 

MEDIAN= 8.- W K G  Q U A u F l w = U  
MEDIANUCL= 8.94970391231aD9 W K G  

TOTALIDATA= 26 
# D l 3 W T S =  0 

INONDETUJPS= 26 
D E Z " F R E Q =  0.00% 

# N O N D E I " S  > b N O N D E l X T M M I M u M  0 
TOTAL I STATlsplcAL DATA = 26 



CHDrIlCAL = ENxWJLFM.4 n 
MAXNONDITL P m  UQKG 
M I " O N D E T =  16- UGKG 
STDNONDEI'e 17- UQKG 

MEAN= 18.2692307692 UQKG 
Sl'DDEV= 1 . 7  UGKG 
u& = 19.01212458081731 WKG 

SHAPDtO AND WILK OOODNESSOF-m TEST - NORMAL DISI'RIBVIXIN 
NORMAL SPAT = 0.139782594631631 

TESTSTAT= 0.920 
DM'WUllON IS NOT NORMAL - NORMAL STAT < TEST STAT 

QEOMEAN = 18.175057973038 WKG 
QEOmDEV 1.104791751096 WKG 
GEOMXUCL= 18.59974624621844 WKG 

S"Dt0 AWD WILK OOODNEssoF-FII' TEST - LOQNORMAL DlsfRIBUllON 
LOGNOW S A T  0.7593nn671wo65 

D M ' W U l l O N  IS NOT LOGNORMAL - LOQNORMAL =AT < TEST STAT 
TESTSTAT= 0.920 

MEDiANa 17.- UOKG QUALIFIER=U 
MEDMWCL- 18.- WKG 

TOTALIDATA= m 
aDErEcrs= o 

INOND-= m 
DElXTFREQ= 0.00% 

INONDElW3S > 2xNONDE3"MIMMuu = 0 
~ TOTAL I S T A ~ C A L  DATA = m 

CHMCAL = BWOSlJLFM.4 SULFATE 

W N O N D E T =  P.mmMm) WKG 
MINNONDETt 16.WOWOWOO WKG 
STDNONDEl'= 17.- WKG 

MEAN= 1s-m WKO 
Sl'DDEV= 1.9326683886n UOKG 
UCL = 19.012124.SS1731 UQKQ 

SHAPRO AND WILK GOODNEssoF-m TEST - NORMAL DM'WUI'ION 
NORMAL =AT = 0.735V82S94876221 

TESTSTAT= 0.920 
DlSlWBUllON IS NOT NORMAL - NORMAL STAT < TEST SPAT 

GEOMEAN = 18.175UZ971038 WKG 
OEOSIDDEV = 1.104791751096 UQKG 
GEOhSI'UCL= 18.599746%21844 UOKG 

SHAPIRO AND WILK GOODNESSOF-m TEST - LOQNORMAL DLWRIBUlTON 
LOGNORM STAT = 0.759372576719UJb5 

TEWSTAT = 0.920 
DWJUBUITON IS NOT LOGNORMAL - LOQNORMAL STAT < TEST SFAT 

MEDIAN= 17.OXCOOmW UQKG QUAUFIER=U 
MEDUNUCL= 18.- WKQ 

TOTAL~DATA= m 
# D E l F C E =  0 

INONDETECl%= 26 
D m F R E Q =  0.00 % 

#NO- > 2xNONDEl'ECTMMIMuU - 0 
TOTAL a S T A ~ C A L  DATA = m 



HAXNONDFX= l lmOoana0 UGKG 
MINNONDFX = 8.100(1000000 UGKG 
SIDNONDET- 8.tOlWWOW UGKG 

MEAN- 9.12(076921 W K G  
SIDDEV- 0 . m 4  UGKG 

UCL= 9.-16 UGKG 
SHAPIRO AND WIIX OOODNESSOF-m TEST -NORMAL DISI'RIBIJllON 
NORMAL STAT = O.XB1-274 

TESTSTAT= 0.910 
DETRIBIJllON IS NOT NORMAL -NORMAL =AT C TEsr STAT 

QEOMF.AN= 9.077842597842 UGKG 
OEOSII)DEV* l.lQ653sgxlO UGKG 
GEOMFIUCL~ 9Jo16889911oBp UGKG 

S"R0 AND W U C  OOODNESSOF-m TEST -LOGNORMAL DlspRIBvIlON 
LOGNORM STAT = 0333-4 

DlSnUBIJllON IS NOT LOGNORMAL - LOGNORMAL STAT < TESl' STAT 
TESTSTAT= 0.910 

MEDIAN= S . l O a m m w ,  UOKG QUALIFER=U 
MELXANUCL- 8.949AWlP3P9 UQKG 

TOTALUDATA= 26 
UD?ZECTS= 0 

~ N O ~ E T E ~ ~ S -  m 
DETEcrFREQ - 0.00 I 

UNONDEECTS > 2xNONDEl'ECTMIMMuM = 0 
TUTAL u STATEITCAL DATA = m 

CHEMICAL = " L O R  EPOXIDE 

MAXNONDFX = ll.Moar)o(w) UGKG 

SIDNONDFX- 8.6000000000 UGKG 

MEANS 9.123076K231 UGKG 
Sl'DDEVS 0 . m 4  UGKQ 

UCL= 9.-16 UGKG 

I MMNONDFX = 8.1oMmmoo UGKG 

S"R0 AND WIIX OOODNESSOF-m TEST - NORMAL DMTCIBIJllON 
NORMAL STAT = O.XBlWX%9483274 

TESTSTAT* 0.m 
DNRIBUI'ION IS NOT NORMAL - NORMAL STAT TEST STAT 

OEOMEAN- 9.- UGKG 
GEOSIPDEV= l.lm653SglolO UGKG 
G E O m U C L -  9.501688991208p UGKG 

S"IR0 AND WILK OOODNEsfoF-Ffi TESI - LOGNORMAL DI!SIWBIJllON 
LOGNORM STAT = O.?33473Zi2336m4 

DISTRIBUTION IS NUT LOGNORMAL - LOGNORMAL STAT C TEST STAT 
= S A T =  0.m 

MEDIAN= S . l m m m X ,  UGKQ Q U r u p W = U  
MEDuNUCL= 8.9433912332139 UQKQ 

TOTALIDATA = 26 
ID!3TECTS- 0 

INONDElTKTS= 26 
DErEcrFREQ- o m  % 

UNONDETEcrs > 2xNONDEIECPMMlMUM = 0 
TOTAL I STATISTICAL DATA = m 



CHEMICAL- HMACHLOROB- 

MAXNONDET= sx1.MOOOWMO UGKG 
M l " O m =  340.- IJGKG 
STDNONDJX= 350.- UGKG 

MEAN= m.692307C923 W K G  
spDDEV= 42181630371862 UGKG 
UCL= 393.9o6Yu40412750 UGKG 

SnAPIRO AND WIlK OOODNESSOF-m TEST -NORMAL DJSITUBUI'ION 
NORMAL STAT = 0.6717- 

DBIWBUllON 1s NOT NORMAL - NORMAL =AT < TEST STAT 
TESTSTAT = 0.920 

(IEoMEhN= 37SS1%5055443 W K G  
G E O S I I ) D E V =  1.109756015M IJGKG 
GEOMEPUCL= 375.978531Swbg53 UGKG 

SHAPlRO AND WILK OOODNESSOF-FIT TEST - LOGNORMAL DBTRIBUI'ION 
LOGNORM STAT = 0.-53% 

TESTSTAT= 0.920 
DISTIUBUllON 1s NOT LOONORMAL - UKiNORMAL STAT < TEST STAT 

MEDIAN= 36O.MOOOWMO UGKG Q U A U F W = U  
MEDUNUCL= 370.- UGKG 

T O T A L I D A T A =  26 
I D E r E c r s =  0 

INONDETECl'S- 26 
DETEtXFREQ = 0.W % 

#NO- > IrNONDETEtXMLNhlUM 0 
TOTAL a STAT~SI~CAL DATA = 26 

CHEMICAL = HEUCHLOROBWFADIENE 

MAXNONDET = slo.MOOOWMO UOKG 
MINNO"I'= 340.omXmrm UGKG 
SDNONDET = 350.MOOOWMO UGKG 

MEAN= 37.69L3076923 UQKG 
spDDEV= 42181630371862 UGKG 
UCL= 393.9o6Yu40412750 UOKG 

W J R O  AND WILK OOODNESSOF-m 
NORMAL S A T  = 0.6117- 

DIsI?uBvI1oN IS NOT NORMAL - NORMAL. STAT < TEST STAT 

- NORMAL DBTRIBUI'ION 

= S T A T =  0.920 

G M W =  n s J s i w m 5 u 3  WKG 
OEO spDDEV = 1.109756015347 UQKO 
GEOMETUCL= 375.97853153436853 UGKG 

~ ~ O A N D W I l l C 0 0 0 D ~ F ~ T E S T - L O O N O R M A L D ~ ~ O N  
LOGNORM STAT = 0.-53% 

DLWRIBUllON 1s NOT LOGNORMAL - LOGNORMAL =AT < TEST STAT 
TESTSTAT= 0.920 

-= MD.- UGKG QUALIF3ER-U 
MEDIANUCL= nO.axxXWmmmr, W K G  

TOTALIDATA = a6 

INONDETECPS= 26 
DEEJTFREQ = 0.m s 

TOTAL a SMTM-ICAL DATA = 

# D E l M l p s =  0 

I NONDElB3.9 > Z NONDETEtX MIMMUM = 0 
26 



L 0 cHmtcAL= ENDRIN 

MAXNONDET = P . m  UGKG 
M I " O N D m =  16.0000000000 UGKG 
Sl'DNONDET = 17.0000000000 UGKG 

MEAN= 186692307692 UGKG 
sII)DEV= 1.93- UGKG 
UCL = 1 9 . 0 1 2 1 W 1 7 3 1  UGKG 

SHAPIRO AND WIUC GOODNES-OFm TEST - NORMAL DWRIBUI'ION 
NORMAL STAT = 0.7397S&w376221 

DlSlRlBUI'ION IS NOT NORMAL - NORMAL STAT C TESP STAT 
=STAT= 0.W 

GEOMEAN = 18.175077971038 UGKG 
GEO STD DEV = 1.104791751096 UGKG 
OEoMFIUCL= 18.59974624821844 W K G  
SHAPIRO AND WIUE O O O D N E S - O F ~  TEST -LOGNORMAL DWRIBUI'ION 
LOGNORM STAT = 0.759372576719y)65 

DlSllUBUI'ION IS NUT LOGNORMAL - LOGN0JW.U STAT C TEST STAT 
-STAT = 0.920 

MEDIAN= 17.mmowoO UGKG Q U r u m W = U  
~ p l u ~ u a =  18- WKG 

TOTALLDATA= 26 
LDEIUJPS=  0 

#NONDEEiXS=  26 
DITECTFREQ= 0.m % 

TOTAL I STATISI~CAL DATA - INONDFPECTS > h N O N D m M I N ( M U M  = 0 
26 

CHEMICAL = E" lcEMlNE 

MAXNONDET= 23.- UGKG 
M I " O N D E T =  16.- UGKG 
SIpNONDET = 17.oMmmar) UGKG 

MEAN- 18.2WBQl692 UGKG 
SCDDEV= 1.9326683886n UGKG 

UCL = 19.012124158081731 UGKG 
SHAPRO AM) WIUC OOODNESS-OFm TEST - NORMAL DWRIBWION 
NORMAL STAT = 0.73-6221 

DISIWBUI'DN IS NOT NORMAL - NORMAL STAT C TSW STAT 
-STAT= 0.920 

GEOMEAN = 18.175077971038 W K G  
OEO STD DEV = 1.104791751096 UGKG 
GEOMET UCL - 18.S99746%821844 UQKG 

S"R0 AND WIUC GOODNESS-OF-m TEST - LOGNORMAL DlSl'lUBUI'ION 
LOGNORM STAT = 0.755'372576719y)65 

DISI'RIBUI'ION IS NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 
==AT = 0.W 

MEDIAN= 17.0000000000 UGKG Q U A U F W = U  
M E D M u a =  18.- UGKG 

TOTIII.IIDATA= m 

LNONDETKTS= m 
DEIWXFREQf  0.00% 

# N O N D E r E c r s > h N O ~ M I N ( M U M =  0 

#DETECT'S= 0 

TOTAL # ~ A T M T C A l .  DATA = a6 



cHmlcAL= mRA"E 

MAXDE3WX'- 1 9 O O . m  WKG 
MMDETECI'= 2 4 0 . ~  WKG 
MAXNONDEC = 47O.KWWoOOO UGKG 
MINNONDET= 3S.amOmrm UGKG 
spDNONDET= 350- WKG 

MEAN- 6njo769om7 WKG 
spDDEV 410.- WKG 
UCL- lES.2112!%6419057 WKG 

-0 AND WlLK OOODNESWFm TEST -NORMAL DLWRIBUIION 
NORMAL STAT = 0 .15~13U696U19  

TESTSTATE 0.920 
DLWRIBUTION 1s NOT NORMAL - NORMAL STAT C TFS STAT 

GEOMEANI 535.42745063%% UGKG 
GEQSl'DDEV= 1.65naa811530 WKG 
G m U C L =  u6.07W2U35X3Po WKG 

SHMTRO A N D W I U C G O O D N E S W F ~ T E W - u x I N O ~ D l S l ' R I B U I I O N  
LOGNORM STAT = 0.9Ou12g1(41BB656 

TESTSTAT= 0.920 
MSTIUBIJI'ION Is NOT LooNoRMhL - uxINORMAL STAT < TFS STAT 

MEDIAN- 4 B . m  WKG QUALlFJER=U 
MEDlANUCL= 639.wm8U66418n WKG 

TOTALIDATA= 26 
U D E E C T S -  17 

#NomElT?crs= 9 
DEIXTFJtEQ- 6538% 

I NONDE3WX'S > 2x NO- MINIMUM = 0 
TOTAL I STAT~SI~CAL DATA - a6 

- I H ) . I . s p o T A N A L ~ -  
NO HUTSPOTS FOUND 

cHmucAL.= FLUORENE 

M A X D m =  Po.- UGKG 
MMDE3WX'= 54.- UGKG 
MAXNONDFT = rrO.aXmmm0 UGKG 
MMNONDm= 3y).ammmoO WKG 
STDNONDEC = 350.ammmoO UGKG 

MEAN= 3B.1153846154 UGKG 
STDDEV- 113.SXM811RBg) UQKQ 

UCL- 376.6.8665692657[)907 W K G  
SHAPIRO AND WIUC OOODNESOF-F?T 
NORMAL STAT - 0.78%062202118855 

- NORMAL DISIWBUIION 

T E S T S A T -  0.920 
DISAUBVIION 1s NOT NORMAL - NORMAL STAT C TEST STAT 

GEQMEANS 298.918346961874 UOlKo 
GEO.TDDEV-  1.73sgXu48186 UGKG 
GMMECUCL= 29959549WW6!36 WKQ 

SHAPIRO AND WIUC OOODNESSOF-m TEST - LOONORMAL DMWBVIION 
LOONORM STAT = 0.661mQx)5210869 

TESTSTAT= 0.920 
DLSI'RJBWTON 1s NUT LOONORMAL - LOGNORMAL STAT < STAT 

MEDIAN- 3KI.axxxaaaO UOKG QUALWEX=U 
JIGDIANUCL- 310.- UGKG 

TOTALIDATA= m 
I D E T E C l S -  5 

XNONDEIWXS - 21 
DEl'XTFREp- 19.23 % 

I N O ~ > 2 x N O N D € I E C T M I N I M L M =  0 
TOTAL a STATISTICAL DATA - 26 

HOTSPOT ANALYSIS 
NO H m  FOUND 



CHEMICAL = HEXACHLOROCYCIBP~ADENE 

MAXNONDET = a.0000000000 UGKG 
M I " O N D E T =  340.0000000000 UGKG 
Sl'DNONDEl'= 3SO.oOmWOOO UGKG 

MEAN= 3l7.6923076?23 UGKG 
STDDEV = 42.181630371862 UGKG 

Un- 393.906UW0412750 UGKG 

0 

SWAwlO AND WIUC GOODNESOF-m TEST -NORMAL DJSlWBUI'ION 
NORMAL STAT 0.6717- 

D-UI'ION 1s NOT NORMAL - NORMAL SI'AT C TEST STAT 
TESTSTAT= 0.m 

O M M E A N =  375.55195XJSS443 UGKG 
GEO Sn, DEV = 1.1097XfJ15347 UGKG 
G m m  UCL = 375.97853153436853 UGKG 

SHAPIRO AND WILK O O O D N E S 4 F m  TEST - UXiNoRMAL DLWRIBUIWN 
LOGNORM STAT = 0.69061909838)5396 

DISIWBUIWN 1s NOT LOONORMAL - LOONORMAL STAT C TEST STAT 
TESTSTAT= 0.m 

MEDIAN= 360.- UGKG QU.UlFlER-U 
MEDIANUCL= n0.- UGKG 

n r r A L I D A T A =  26 
IDErECTsL 0 

X N O N D F X " B =  26 
D m F R F Q  = O M  % 

I N G N D ~ > ~ N O ~ M l N l h f U M ~  0 
TOTAL I STATISTICAL DATA 26 

cHFMIcAL= HMACHLORO- 

MAXNONDET = L70.0000000000 UGKG 
M M N O N D ~  = uO.OOQIXXX*ID UGKG 
STDNONDm - 350.- UOKG 

1 MEAN= 377.m6923 UGKG 
SI'DDEV = 42.181630371862 UGKG 
UCL= 393.9o6ywo412750 UGKG 

SHAPIRO AND wIu( OOODNESS-OF-~ TEST - NORMAL DLWRIBVl'ION 
NORMAL STAT = 0.6717-- 

-STAT= 0.m 
DISI'RIBUIWN Is NOT NORMAL - NORMAL STAT C STAT 

GEOMEM?= 375.UlPsYnS443 UGKG 
GEOSTDDEV= 1.1097XfJ15YI UGKG 
G E O m  UCL = 375.9XIS3153436853 UGKG 

SHAPRO AND WILK GOODNESSOF-F" TEST - LOGNGRhfAL DMWBUI'ION 
LOGNORM STAT .C 0.-53% 

DISI'RIBUllON Is NOT LOGNORMAL - LOONORMAL STAT C TEST STAT 
TESTSTATE 0.920 

MEMAN= 360.0000000000 UGKG Q U i u n ? w = U  
h E D m u C L =  370.- UGKG 

TOTALIDATA= 26 
YDETECI'S= 0 

INONDETECB- 26 
DErEcTFREQ= O M %  

IN0ND-S > 2 r N O " E A T M M I M U M  0 
TOTAL I STATIsI1CAL DATA 9 26 



-- 
-= DyDENo(I,zlaDpYRENE 

MAXDElECl'* 25O.OWXOWOO UGKG 
MLNDEECT= SS.ammm0 UGKG 
MAXNONDET = 470.- UGKG 
MMN0NDEI'- 35O.ummaax) WKG 
s I I ) N O W =  3S.OWXOWOO UGKG 

MFAN= 3OS.5384615385 WKG 
SI'DDFX- 115.28@J091~ UGKG 

UCL= 349SZ!?lCT7578717 UGKG 
S"lR0 AND WUX OOODNES%lF-m TESI -NORMAL DSIWEUlTON 
NORMALSMT = OSM458561ow781 

TESTSTAT= 0.920 
DlsIllIBvIxlN IS NOT NORMAL-NORMAL STAT < TEST STAT 

OFDMEAN5 276.9271408871 UGKG 
GEOSl'DDEV- 1.6255138816s7 UGKG 
GMMJTUCL= 21155191178634~ UGKG 

SHAPIRO AND WUX OOOMJESSOF-FIF TESI - LOGNORMAL DKIRBWlON 
LOGNORM =AT = 0.831- 

DSIWEUI'ION IS NOT LOONORMAI, - LOONORMAL STAT C TEST =AT 
TESTmAT= 0.920 

MEOW= w).OaJWOlW UQKG QUALElER=U 
MEDWNUCL* 370- UGKG 

TOTALIDATA= m 
IDLTECIs= 10 

INONDLTECIs= 16 
D-FREQ= 38.46 % 

XNONDEIXTS > 1NONDEIWXMINIMUM = 0 
TOTAL I STATSIICAL DATA = m - HOTSOT ANALYSE - 
NO HOTSPOTS FOUND 

CHEMICAL= lsopHoRONE 

MAXNONDET5 a m  UGKG 
MI"ONDET= 340.- UGKG 
SlDNONDEF- UOnmmmW, UGKG 

MEAN= 3i7.89236176823 UOKG 
SI'DDEV= 42.181W1862 UGKG 

UCL= 393.po6*Iuw127S WKG 
W"EJ.0 AND WIUC OOODNES-OF~ TESI -NORMAL DlSpRIBvIlON 
NORMAL S A T  = 061176Pam990685 

DlsTRlBvlloN IS NOT NORMAL - NORMAL STAT < TEST STAT 
TESTmAT= 0.910 

OMMEAN= MU1955055443 WKG 
OMSlDDEV= 1.1097X015347 UGKG 
G W U Q . =  375.97853153436?S UGKG 

SHAPIRO AND W U C  G O O D N E S O F ~  TFS - LWNORMU DWRDUllON 
LOONORMSTAT - 8-5396 

TESTSl'AT= 0.920 
DlSpRIBUITON IS NOT LOONORMAL - LOGNORMAL STAT C TEST STAT 

MEDUN= Mo.MmMmm UGKG QUAUFER=U 
MEDuNuQ.= m1xraMaXnmx) UQKG 

TOTALIDATA= m 

(INONDETECB= a6 
#DETgClS= 0 

oms 

TOTAL I STATBWAL DATA = 
#NO- > !kNONDElWTMlNlMUM = 0 

m 



m C A L  MEWOXYCHLOR 

MAXNONDEI = 110.- WKG 
MLN NO- = 81.- UGKG 
STDNONDEIP 86.a)amoax) UQKG 

MEAN= 912307692308 WKG 
STDDEV= 9.- WKG 
UCL- 9 4 . m l 5 6  WKG 

SHAPIRO AND WILK OOODNESSOF-FlT TEST - NORMAL DLTRIBWON 
NORMAL STAT = 0.m1-I62 

TESTSTAT= 0.m 
DLTRIBWON Is NOT NORMAL - NORMAL STAT TEST STAT 

GEOMEAN= 9O.n642597&(19 UGKG 
GEOSTDDEV= 1.1o2653581010 UQKG 

SHAPlRO AND WILK OOODNESSOF-FlT TEST - LOONORMAL DLTRIBUTION 
LOONORM STAT 0.733-1465 

DLWRIBUI'ION Is NOT LOONORMAL - LOONORMAL STAT < TEST STAT 

OEOMlTUCL= 91602223117ESm UGKG 

TESTSTAT= 0.920 

MEDIAN= 87mmDDaaa UQKG QUALIFIER-U 
MEDIANUCL= 89.4970391233p93 WKG 

TOTALIDATA= m 
I D E r J X r s I  0 

I N O N D E I Z C B =  26 
DETEcrFREQ= OM) % 

TOTAL I STATISPICAL DATA = 
I N O N D m S  > t NONDFFECT MINIMUM = 0 

m 

m C A L  = N-NTlXOSO-DhPROPYIAMlNE 

MAXNONDET = 47J.oOWOOmW UQKG 
MLNNONDFT = 340.- W K G  
STDNONDEI = 350..aaoOmn, UOlKG 

MEAN= 377.6?2W6?23 UQKG 
STDDEV = 42.181630371862 WKG 
UCL= 3 9 3 . m 1 2 7 5 0  UQKG 

SHAPlJiO AND WILK OOODNESWF-FlT TEST - NORMAL DISTRDWON 
NORMAL STAT = 0.61176pLm990685 

TESTSTAT= 0.920 
DLWRDVIION Is NOT NORMAL - NORMAL STAT C STAT 

GEOMEANI 375551955055443 WKG 
OEO SlTI DEV = 1.1w756015347 UQKG 
GEOMETVn = 3?5.9785315?436SS WKG 

S"IR0 AND WILK GOODNESSOFPIT TEST - LOONORMAL DM'RIBUI'ION 
LOONORM STAT = 0.6908780983835396 

TESTSTAT= 0.m 
DlSlWBUTION Is NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 

MEDIAN= Mo.maOmm WKG QUALIFER=U 
MEDIANucL- no.- WKQ 

TOTALIDATA- m 

INONDEIZCB= m 
DFFECTFREQ = OM) % 

I NONDEI'FLXS > 2x NONDFFECT MMlMuM = 
TOTAL I STATISTICAL DATA = 

wDErEcrs= 0 

0 
m 



CHEMICAL= N - m W D X P H D W A W N E  

MAXNONDET= 470.- WKQ 
M I " O N D m =  340.- UGKG 
SPDNONDm = 350.- UGKG 

MEAN= m.6923376923 U G K G  
SPDDEV = 42.181630371862 W K G  

U C L -  3 9 3 . ~ 1 2 7 5 0  WKG 
S"R0 A N D W I I I : O O O ~ F 4 T T E S T - N O R M A L D l S I l l I B V P l O N  
NORMAL STAT = 0.67176!27XL4~ 

TESTSTAT= 0.920 
IHSTRIBvIlON IS NOT NORMAL - NORMAL SPAT < TEST STAT 

GEOMEAN= ?75551955U55443 UGKG 
G E O r n D E V =  1.109754015347 WKG 
OEDhEl"uCL= 375.Yl853153436853 U G K G  

SHAPIRO AND WILK OOODNESOFm TEST - LOONORMAL DISIWBUlTON 
LOGNORM STAT = 0.69087%09838353% 

TESTSTAT= 0.920 
DlSIllIBWION IS NOT LOONORMAL - LOGNORMAL STAT < TEST SrAT 

MEDIAN= 360.- WKG Q U A U F I W = U  
MEDMUCL= 370.- U G K G  

TOTALIDATA= m 
#NONDEI-ELTS= m 
DETECrFREQE on0 % 

TOTAL I STAT~SI~CAL DATA = 

IDEI'FXXS= 0 

# N O N D ~ > Z x N O ~ M l N I M U M =  0 
m 

m C A L =  N " E  

MAX DEl?XT = llOMlOmma0 UGKG 
MIN DEI-ELT = 110.- UGKG 
MAXNONDEl= 470.- UGKG 
M I " O N D E T =  340.- UGKG 
mNONDEr= 350.- WKQ 

MEAN- 368.0769233769 WKG 
SPDDEv= 66565134716031 WKG 

UCL= 393.66373710962569 UGKG 
SHAPIRO AND WllX OOODNESOF-FTI' TEST -NORMALDlSIllIBL?llON 
NORMAL STAT = 0.8862125(324057699 

TESTSTAT= 0.920 
DlSIllIBWION IS NOT NORMAL - NORMAL STAT < TESP STAT 

OMMEAN = 358.811045312111 UGKG 
GEOSPDDEV= 1.2946508396n UGMG 
G M m U C L =  359.30869302341140 WKG 

SHAPRO AND WIUC OOODNESSOF-m TEST - LOONORMAL DlSIllIBUllON 
LOGNORM STAT = 05192431251588381 

TESTSPAT- 0.930 
DISIWBUilON IS NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 

MEMAN- 36D.aMmmm UGKG Q U A L F E R - U  
M E D u N U C L =  370.- WKG 

TOTALIDATA= m 

INONDEIWXSI n 
# D E E t X S =  1 

D m F R E Q =  3.US% 

INONDETECTS > PNONDElECTMRiWJM = 0 
TOTAL I STATISTICAL DATA = - HoTspoT ANALYSB - 
NO HOTSPOTS FOUND 

26 



MAXNONDEr = ClOMaOOmaO UGKG 
MlNNONDm= rO.OWOmmOO UGKG 
sII)NOM)EC 350.- UGKG 

MEAN 383.3333333333 UGKG 
STDDEVL 45.0748935US21 UGKG 
UCLI 41261238376778800 UGKG 

SHAPlRO AND WIUC (WXIDNESSOF~ TEST - NORMAL DlSIWEUnON 
NORMAL.STAT= 0.- 

TESTSTAT= 0.908 
DlSlWBUI'ION IS NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN= 380.88Wn180097 UGKG 
0EOsII)DEV = 1.117536092871 UGKG 
QEOMTUCL= 38136048526225659 UGKG 

SHAPlRO AND WIUC GOODNESSOF-m TEST - LOGNORMAL DlslwBUTION 
LOGNORM STAT = 0.7- 

TESTSTAT .i 0.908 
DWI'RBUI'ION 1s NOT LOGNORMAL- - LOGNORMAL STAT C 'lE,W STAT 

MEDIAN- 36o.oommoa) UGKG Q U A L l F w = U  
MEDuNUCL= 374.901)24181056R1 UGKG 

TOTALIDATA = 21 
XDEl'EJ3S= 0 

#NONDclzcTS= 21 
DclzcTFREQ= 0.m S 

# NONDETECPS > 2t NONDElWX MMIMUM = 
TOTAL I STATWi'lCAL DATA = 

0 
21 

CHRvUCAL = PWACHLOROPIENOL 

MAXNONDm= 2WO.oommoa) UGKG 
ML"ONDEl'= 1 6 m . m  UGKG 
STDNONDEr = 17W.OOmWOW UGKG 

MEAN= 1861.900761W8 UGKG 
STDDEV- 221.41sTIM)9289 UGKG 

u C L =  1955.6M8511080g179 UGKG 
SHAPlRO AND WIUC ooODNEssoF-m TEST - NORMAL DBTRWnlON 
NORMAL STAT = 0.7-1613 

TESTSTAT= 0.908 
DWI'RBUnON IS NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN= 1649.638441330035 UGKG 
GEOSTDDEV= 1.11- UGKG 
G E O m  UCL = 1 8 5 0 . 1 1 ' 7 3 ~ 3 3  UGKG 
SH4PlRO AND WIUC OOODNESSOF-m TEST - LOGNORMAL. DNTRIBUnON 
LOGNORM STAT = 0.7%86812501082315 

TESTSTAT = 0.908 
DWRDUTION IS NOT LOGNORMAL - LOONORMAL STAT C "EW STAT 

M E M M l -  lW.000am000 UGKG Q U & E E R = U  
MEDUN UCL = 1849.09241810567232 UGKQ 

TOTALIIDATA = 21 
#DFIZCTS= 0 

INONDEIV3S- 21 
D c E c r F W Q =  0.00 I 

1NONDEIWXJ > 2 c N O " l W T M I N I M U M =  0 
TOTAL I Sl'ATlSlWAL DATA - 21 



CHEMICAL= PIEN- 

MAXDJ3lWX= IsoO.0000000000 UGKG 
M l N D E l W X =  130.mmamO UGKG 
MAXNONDET = 570.0000000000 UGKG 
MINNONDET = 350.0000000000 UGKG 
STDNONDET- 350.- W K f f  

MEAN= 499Wm UGKG 
STDDEV= 314.33SWWB5'6 UGKG 

U C L S  620.(1$762526156268 UGKG 
SHAPIRO AND WIIX OOODNESSOF-Ffi TEST -NORMAL LXWRIBUl2ON 
NORMAL STAT = 0.7-14 

TESTSTAT = 0.m 
DLWRIBWN 1 NOT NORMAL - NORMAL STAT C TEST WAT 

GEOMEAN= 430.950919698661 UGKG 
GEDSTDDEV= 1.88239658977 UGKG 
G W U C L =  43159946989989254 UGKG 

s H A p l R O A N D ~ o o O D E I E s f o f - F I T T E s T - L O G N O R M . 4 L ~ W O N  
LOONORM STAT = 0 . B 1 9  

D l S l l U B W N  L9 LOGNORMAL - LOONORMAL STAT > 'I" =AT 

MEDUN= 380.0000000000 UGKG Q U A L l F W - U  

TESTSTAT= 0.920 

MEMANVn= 570.- UGKG 

TOTALIIDATAL 26 
ID-= 15 

UNONDEIWTS- 11 
DcfScrFREQL n.69 % 

# NONDEIWTS > 2r NONDEIIXT MD(IMuM = 
TOTAL # STATISTICAL DATA - - HoTsp(IT ANALYsls - 
NO HOTSPOTS FOUNJJ 

0 
26 

CHEMICAL= PHENOL 

MAXNONDET= 570.- UGKG 
M l " O N D E T =  W.- UGKG 
STDNONDGT = 350.- UGKG 

MEAN = 3833333333333 UGKG 
~ D E V =  4srn-521 UGKG 

U C L I  W Z . 6 1 2 1 8 3 7 ~  UGKG 
!WAPlRO AND WIIX OOODNESSOF-m TEST -NORMAL DISIWBUI'ION 
NORMALSTAT= 0 . 7  

DlslwBvIlON 1s NOT NORMAL - NORMAL STAT C 
T E S T S M T =  0.908 

STAT 

GEOMEAN- 180.88wn19OwI UGKG 
GEOSTDDEV = 1.111536092871 W K G  
GJBMETUCL- 381.WM85%225659 UGKG 

SHAPIRO AND WIUC G 0 O D m F - m  TEST - LOGNORMAL DISIWBVIXIN 
LWNORM STAT = 0.7- 

TESTSMT= 0.908 
DLWRIBUIlON IS NOT LooNoRMu. - LOONORMAL =AT < TEST STAT 

MEDUN= Jso.0000000000 UGKG QUAUFER=U 
MEDlANUQ= 374.90921161Qs6/21 UGKG 

TOTALIDATA= 21 
#D€TEas= 0 

#NONDEECTS= 21 
DErEcrFREQ= 0.00 I 

INONDETB3S > 1NONDElWXMNlhfUM = 0 
TOTAL # WATEXICAL DATA - 21 



M A X D E l " =  lsoO.ammm0 UGKG 
M l N D E l " =  pO.ammm0 UGKG 
MAXNONDIST = 47O.oaXmmr, UGKG 
MlNNONDm= 35O.ma000000 UGKG 
STDNONDIST= 35O.ma000000 UGKG 

MEAN= 590.7-692 UGKG 
SII) DEV = 373.918165371891 UGKG 

UCL= 734.49874548381899 UOKG 
S"IR0 AND wIu< O O O D N E S 4 F ~  TEST -NORMAL DWJUBUITON 
NORMAL STAT 0 . 7 1 ~ 1 9 7 1 1  

DISIIUBUI'ION IS NOT NORMAL - NORMAL STAT C TEST STAT 
TESTSTAT= 0.m 

OWMEAN= 512761139293W9 UGKG 
GEOSXDDEV= l.cWDB07661 UGKG 
GWMEI' UCL = 513.41008432359557 UGKG 

W I R O  AND wIu< OOODNESSOF-~ TEST -LOGNORMAL DISTRIBUTION 
LOONORM STAT = 0.87131-3418 

TESTSTAT= 0.m 
DWJUBWI'ION IS NOT LOONORMAL - LOGNORMAL STAT C TEST STAT 

MEDUN= 46OsOmmmm, UGKG Q U " t = U  
MEDuNUCL= 550.- W K G  

1 Y ) T A L i D A T A I  26 
C D E E C T S =  15 

INONDETECI3 = 11 
DETEJX?%EQ= 57.69 % 

-#NOIKEECTS > PNONDETECTMINIMUM = 0 
TOTAL a STATISI~CAL DATA = 26 

I HoTspar ANALYW 1 

NO HOTSPOTS FOUM) 

m C A L  = TOXAPHENE 

MAXNONDm = 230.- UGKG 
MINNONDFT= 86.OWOOmWO UGKG 
STDNONDm = l%LommmW, UGKG 

MEAN= 179.4615384615 UGKG 

UCL= 189.75099P&18yn UGKG 
~ D E V =  m . n i 7 1 m 5 m  UGKG 

SHAPIRO AND wIIl( OOODNFBS-OF-FR' TEST -NO- DISTRIBUTION 
NORMALSTAT= 0.?7837- 

TESTSTAT= 0.m 
DISI?UBUI'ION IS NOT NORMAL - NORMAL STAT C TEST STAT 

GJ?OMEAN= 111.049038323*36 UGKG 
GEOSPDDEV = 1.19119oB88s72 UGKG 
GEOMlTUCL= 1 1 1 5 0 6 9 1 7 ~ 2 4 5  UGKG 

SHAPIRO AND WILX 000DNFSSOF-m TEST - WGNORMAL DJSTRJBVIION 
LOGNORM STAT .i 0 . ~ 1 2 7 1 9 9 5 8  

DISTRIBUTION 1s NOT LWNORMAL - LOGNORMAL STAT C TJ3W STAT 
TESTSTAT= 0.920 

MEDUN= 170.- UGKG QU.4LlFER-U 
MEDIANUCL= 180.- UGKG 

TOTAL~DATA = 26 

INONDEIF~XSI 26 
# D E T B 3 S =  0 

DETEmFREQ = 0.00 5S 

INONDETFLTS > 2xNONDEI'ECTMMMUM = 0 
TOTAL I STATlsIlCAL DATA = 26 



a v a c ~ ~ =  want 

MAXNONDET = ll.OOOWOWW W K G  
M I " O N D J T =  S.lU)(mmM W K G  
Sl'DNONDET = 8.6000000000 UGKG 

MEAN- 9 . l W 6 9 B l  W K G  
Sl'DDEV= 0 . w 4  W K G  
UCL= 9.-16 W K G  

SHAPIRO AND wIu( (KXIDNESSOF-FIT TEST - NORMAL DWXIEUTION 
NORMAL STAT = 0.7081OXSLW3274 

T F S S T A T  = 0.920 
DISTRIBUTION IS NOT NORMAL - NORMAL STAT < TEST STAT 

G W M E A N E  9.m78$u97842 IJGKG 
Q W m D E V =  1.102653SS3I10 IJGKG 
GWMEI'UCL= 93016ES95lP820 IJGKG 

SHAPIRO AND WILK O O O D N E S O F ~  TFS - LOGNORMALLWIRIBUTION 
LOGNORM STAT = 0.733-4 

TESTSTAT= 0.920 
DlsnuBvIloN IS NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 

MEDIAN= 8.TBOWOOW UGKG QUALIFIER=U 
MEDIANUCL= 8.94970)93233109 UGKG 

TOTALIDATA = m 
ID-= 0 

I N O N D ~ =  m 
DEYWXFREQ = 0.W % 

I NONDJ3l'ECTS > 2r NONDElFCT MIMMUM = 
TOTAL I STATISTICAL DATA = 

0 
m 

ClIEMICAL = dpbcHLoRD.4NE 

MAX NONDJT = IlO.OOOWOWW W K G  
hU"ONDGT= 8l.OOOWOWW IJGKG 
SII)NONDET= 86.OWOWaW W K G  

MEAN- 91.W- UGKG 
sI1)DEV= 9.- W K G  
UCL- 94.81007065g18156 W K G  

sIUw(0 AND WILK GOODNESSOF-FIT TEST- NORMAL DlSlRlBUI'ION 
NORMAL STAT = 0.708lOXSLW3162 

TESTSTAT= 0.920 
DMWBUTION IS NOT NORMAL - NORMAL STAT < 'EST STAT 

G W M E A N -  9 O . m l 9  WGKG 
O W  SI'D DEV = 1.102653587010 UGKG 
GEoMtsTUCL= 9 1 . m 1 ' 7 B S I o  W K G  

SHAPIRO AND wIu( GOOD-F-FIT TEST - LOGNORMAL DlSl'JUBUTION 
LOGNORM =AT = 0 . 7 3 3 ~ 1 4 4 5  

TESTSTAT = 0.920 
DElXBUIlON E3 NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 

MEDIAN= 87.aMoaxmo W K G  QUALIFIER=U 
MEDIANucL= 89.4Cnm91233p93 UGKG 

TQTALCDATAI m 

INONDETF.CTS= m 
DFlwJrFREQ= 0.00 % 

TOTAL I STATISTICAL DATA = 

#DETECTS= 0 

UNONDEYWXS > ZNONDETECTMMIMUM = 0 
m 



MAXNONDET= 11.- WKG 
MI"0NDm = 8.1- UGKG 
SlDNONDcT= 8.6oM)(wxrao W K G  

MEAN= 9.1!LW769231 WKG 
SIDDES'= 0 . m 4  UGKG 

UCL.= 9.-16 UOKG 
SHAPIRO AND wIu( OOODNESSOF-FIT TEST - NORMAL DIsI1IIBUITON 
NORMAL S A T  = 0.7081W669483274 

T E s I S T A T =  0.m 
DIsI1IIBUITON IS NUT NORMAL - NORMAL STAT < TEsI STAT 

GFDMEANLI 9,0?l842597842 UGKG 
GEOSIDDEV= 1 . 1 0 2 6 5 ~ 1 0  WKG 
GEOMETUCL= 9.501688991208210 UGKG 

SHAPIRO AND wIu( OOODNESEOF-FIT TEST - LOONORMAL DJSl'RIBUITON 
LWNORM SPAT = 0.Z33-4 

DlSl'RlBWWN 1s NOT LOONORMAL - LOONORMAL STAT < TESI' STAT 
TESFSTAT = 0.m 

MFSUN- 8.7oammx) UGKG QUAURER=U 
MEDlANUCL.= 8.9497[)391233209 W K G  

TOTALIDATA= 26 
I D E E C N =  0 

I N O N D E l X T S =  26 
DElWXFREQ = 0.00 % 

I NONDEI'EXXS > 2% NONDlTKT MMlMuM = 0 
TOTAL I SA"ICAL DATA 26 

cIlEMlcAL= Cbh-BHC 

MAXNONDETE ll.WOWW000 WKG 
MLNNONDET = 8.1mooQmo UGKG 
SII)NONDET= 8.- UOKG 

MEAN= 9.1m69E.l UGKG 
SIDDEV * O.W6179[1)0474 UGKG 

UCL= 9.-16 UGKG 
SHAPIRO AND WllX OOODNESSOF-m TESI' - NORMAL DlSl'RlBUITON 
NORMAL S A T  1: O.'1081W26@483274 

TESTSTAT = 0.960 
DLWIUBUl7ON IS NUT NORMAL - NORMAL STAT C TF2R STAT 

GEOMF.AN= 9.077842597842 UGKG 
GEOSIDDEV= 1.102653587010 UGKG 
GEOMETUCL= 9Jo1688991pgLD UGKG 

W I R O  AND "ILK OOODNESSOF-FIT TEST - LOONORMAL DlslwBvllON 
LOGNORM STAT = 0333-4 

DlSl'RlBWION 1s NOT LOONORMAL - LOONORMAL STAT C TEST STAT 
T E S T S A T E  0.m 

MEDIAN= 8.- W K G  QUALTFER*U 
MEDIANUCL- 8.9497U391233p9 UGKG 

nrrALIDAT.4 = 26 
#DETECTS= 0 

INONDETECTS= 26 
D-FJIEQ = 0.00 % 

I NONDEl'ECTS > Z NONDEIE€T MINIMUM = 0 
TOTAL I STATlsTIcAL DATA = 26 



m C A L  = pmmrBHC (LINDANE) 

MAXNONDm- 11- WKG 
M I " O N D m =  6.lmmmoO WKG 
Sl'DNONDm = 8.6umaX100 WKG 

MEAN= 9.1230769231 UOKG 
Sl'DDEVL 0.p46179030274 WKG 

UCL= 9 . q 1 6  UGKG 
SHAPJRO AND WlU O O O D N E S W F ~  TEST -NORMAL DWFSBVIION 
NORMAL STAT - 0 3 1 0 8 1 ~ 4  

TEsISTAT= 0.920 
DM'RIBUITON B NOT NORMAL -NORMAL STAT < TEST STAT 

GEOMEAN= 9.- WKG 
G E O s f D D E V =  l.lQ6su81010 WKG 
G E O m U C L =  95016g8991aoBp WKG 

SHAPIRO AND WlU O O O D N E s f o F - ~  TEST - LOGNORMAL DlSl'iUBUllON 
LOONORM STAT = 0.733WS2SWI74 

DJSIUBVIION B NUT LOGNORMAL - LOGNORMAL STAT < TEST STAT 
TESTSTAT= 0.920 

MEDIAN= S.mxmOm, WKG QUAUFIER=U 
MEDIANUCL= 8.94970)91P3209 WKG 

TOTALXDATA- m 
#DJ?IECTS= 0 

INONDETECPS- m 
DEE4XFREQ= 0.00 '16 

cNONDJmXm>ZNONDEIEm~r 0 
TOTAL c S T A ~ C A L  DATA = m 

cHm4EAL= gaumn-cHL4lRDANE 

MAXNONDEI = 1 l O . m  WKG 
M M N O N D m -  81.- UGJSG 
Sl'D NONDET = 1lO.Ommma WKG 

MEAN= 94.461S384615 UGKG 
Sl'DDEV= 17.798.510675012 UGKG 

UCL= 101330S70614468 UGKG 
SHAPIRO AND WILK ooODNEssoF-m TEST -NORMAL DISTRIBVIION 
NORMAL STAT = 0597919SZ27529562 
"€SWAT = 0.920 

DLWRJBVIION IS NOT NORMAL - NORMAL STAT C TEST STAT 

amME4N - Bn.1891S17y1)28 W K O  
GEOSl'DDEV- 1.161142215099 WKG 
G E O ~ U C L =  93.63T186642762p UcClKo 

SHAPIRO A N D w l L K O O O D N E S W F ~ T E S T - L O G N O R M A L D ~ U " I O N  
LOONORM S A T  = 0.67969174WM735 

TESTSTAT= 0.920 
DLWRJBUllON B NOT W N O R M A L  - LOGNORMAL STAT < TEST STAT 

MEDIAN= 0s.- WKG QUALIRER=U 
MEDIANUCL= XI.aKaammm0 WKG 

TOTAL~DATA = m 

INOND== m 
#DJ%ECI%= 0 

DErEcrRlEQ= 0.00% 

# N O ~ > 2 c N O ~ M M M U M =  0 
TOTAL c STATLPPICAL DATA = m 





SURFACE SOIL - MCTALS AND DlORGANlCS - 8/13/92 

aiRacAL= ALUMINUM 

MAXDETECT= nSmm.OaUKWKI UGKG 
M I N D E l X T e  63Mao.OaUKWKI UGKG 

MEAN = 13175806.4516129028 UGKG 
s 1 1 ) D N =  *(ao10#.9zBl03~5 W K G  

U C L I  14731800.0415928416 UGKG 
SHAPIRO AND WILK ooODNEssoF-m TEW -NORMAL LWTRIBUllON 
NORMAL STAT = 0.9239091337182359 

TESTSTAT- 0.929 
DWlWBvIxIN IS NOT NORMAL-NORMALmAT C TEST STAT 

GEO MEAN = 12510618.1186137516 UGKG 
Q E O W D D N -  137593307m34 W K G  
QEOMI3 UCL = 12510618.6029785M2 UGKG 

S H A P I R O A N D ~ o o O D ~ F - ~ T E W - L D G N O R M A L , L W T R I B ~  
LOGNORM STAT = 0 . 9 8 7 ~ 1 0 7 2  

TESTSTAT * 0.929 
D"RBUll0N IS LOGNORMAL - L0o"AL STAT > TEST STAT 

MEDIAN= 12mmm.0000000000 UGKG 
MEDIAN UCL - 1409131.8151148&(4 UGKG 

l W A L X D A T A =  31 
#DETECTS= 31 

UNONDElWXS= 0 
DETECTFIW= 1UI.W % 

I NONDETECTS > 2x NONDETECT MINIMUM = 
TOTAL U STATISTICAL DATA = - HoTsmT ANALm - 
NO HOTSOTS FOUND 

0 
31 

aiRacAL= AMMONIA 

MAXDETECT= 44m.OaQOOWm UGKG 
MJNDElXT= 684.OaUKWKI UGKG 

a 
MAXNONDm = 350.000000ma) UGKG 
MLNNONDEC = 338.0000000000 UGKG 
SIDNONDm = 338.OaQOOWm UGKG 

M E A N =  ~.lWJ47615U5 UGKG 
S I ' D D N -  1094.94316S2589B WKQ 

UCL= %%.SO540359470688 UGKQ 
ShFfRO AND WIUC o o O D m F m  Tl3X - NORMAL DISTRIBUllON 
NORMAL STAT - 0.5WXI3411257%062 

TESTSTAT = 0.m 
DMWBUITON IS NORMAL - NORMAL &TAT > TEST STAT 

GEOMEANr 1611.247187341850 UGKG 
GEOSI'DDN= 1.9961JnaD961 UGKG 
G W  UCL = 16n.101p6171fBw UGKG 

SHAPIRO AND WILK 0oODNESK)F-RF TETr - JBGNORMAL DWIWBUI 
LOGNORM STAT = 0.905119435179MoB 

DlspRIBUIlON IS NOT LQGNORMAL - L Q G N O W  *AT < T%sT STAT 
==AT* 0.908 

MEDIAN = 2110.0000000000 UGKG 
MEDIANUCL= 2524.WX?O9OS~ W K G  

TOTALIDATA= 21 
#-SI 19 

a " D E I w l I s =  2 
DErE.crm= 90.48 I 

I NONDElXTS > Z NONDETECT MINIMUM 
TOTAL (I STATlsIlCAL DATA 15 - HOTSPOT ANALYSIS 
NO HOTSPOTS FOUND 

0 
21 



- -  
QBMIcAL= m o w  

MAX-= 5WO.oomMom) UGKG 
MNDEI'EfX- 98oo.oomMom) UGKG 
W N O N D m  = laoOO.mmmm0 UGKG 
M I " O N D m =  8m.oomMom) UGKG 
SiDNONDm = 8m.oomMom) W K G  

MEAN- m.9677419355 UQKG 
STDD€V= 1091.96288144W.48 W K G  

UCL= 9755.3b7495256lt332 WKG 
e I R 0  AND WILK OOODNESSOF-m m -NORMAL DMWBUI'ION 
NORMAL.Sl'AT= 0.7- 

-STAT= 0.929 
DSlXlBWION Is NOT NORMAL - NORMAL STAT < =AT 

QEOMEANe 9313347743374923 UGKG 
oFI)Sl'DDEv= 1.11454454lYYJ W K G  
OEoMLTUCL= 9313.7-6 UGKG 

W I R O  AND WlLK OOODNESSOF-FIT TEST - LOGNORMAL DISIWBUI'ION 
LOONORMSWT= 0.1100936588898164 

TEsTmAT = 0.929 
DZSTRIBWION IS NOT LOONORMAL - WGNORMAL STAT C TEST SPAT 

MEMAN= 89y).oomMom) WKG QUALIFIER=U 
MEDIANUCL= 9ZAS.~W9U755734~ WKG 

~ A L I D A T A  = 31 
IDInEClxL 1 

CNONDFZWXS= 30 
m n w l -  3 . 2 3 %  

INONDEIWXS > ZNONDEIWXMMMUM = 0 
~ A L  a SWTISIICAL DATA = 31 - HoTspoT ANALYSIS - 
NO HOTSPOTS FOUND 

CHFMIcAL- ARSENIC 

MAXDJiTF&X= 85OO.OWWBOWO UQKG 
MINDFZWX= 3OCIO.OWWBOWO W K G  

MEAN= 5087.0967141935 WKG 
SFD DEV = 1049.959119168493 UQKG 

U C L =  J456.71009463303411 W K G  
SifAPIRO AND WlLK GOOD-F-FIT m - NORMAL DISTRBUI'ION 
NORMAL. STAT = 0.94934225851116dS 
-STAT= 0.929 

DMWBUI'ION 1s NORMAL - NORMAL SPAT > TEST SI'AT 

oEoMEAN= 4983.54661691378 UGKG 
OED Sl'D DEV = 1.2241620121697 UQKG 
G E O M E T ~ ~ =  4983.w~-as WKG 

W I R O  AND WILK OOODNESSOF-FIT TEST - LOGNORMAL DlSlWBWION 
W N O R M  STAT = 0.5801- 

IHSTRIBUI'ION Is LOGNORMAL. - LOGNORMAL. =AT > TET STAT 
TFSSSI'AT = 0.m 

MEDUN= 4950.0000000000 WKG 
MEDIANUC!L= 5500.00000000000000 UGKG 

T(IFAL.IDATA= 31 
I-= 31 

I N 0 " S -  0 
DcrurrFRsQ= lo0.W % 

INOND- > ZNONDEIWXMINWUM = 0 
TOTAL I STATISIICAL DATA .C - HoTspoT ANALYSIS - 
NO HoTspoTS FOUND 

31 



W D E l T L T =  291000.0XXXWXO UGKG 
MMDElT.fX= ~ . 0 X X X W X O  UGKG 

MEAN= lSSQ5.8064516129 UGKG 
Sl'DDEV= 446585321CXJ71695 W K G  

UCLE 175646.788401174039 UGKG 
SHAPIRO AND WILX OOODNESSOF-m TEST -NORMAL DISTIUBWN 
NORMALSTAT= 0.- 

TESTSTAT- 0.929 
DISIWBUTION U NORMAL - NORMAL &TAT > TEPT &TAT 

GEOMEAN= 15~5.U7399H913W UGKG 
GEOSI'DDEV= 133588YJ17136 UGKG 
GEoMETUCL= lSSSS4258#W08 UGKG 

SHAPIRO AND WILK ooOIRJEssoF-FIT TEST - LOGNORMAL DISIWBWlTC 
LOGNORM &TAT = 0.975psW19XI2934 

TESTSTAT= 0.929 
DISTIUBWlTON 1s LOGNORMAL - LOGNORMAL STAT > TEST STAT 

MEDUN= 1525W.mmmooO UGKG 
MEDIANUCL= lm38.uu5wM29 UGKG 

TOTALIDATA = 31 
XDETECTSm 31 

UNONDElTCl%= 0 
DETEcrFREQ= loom % 

INONDElTCl%>2xNONDEIXTMIMMUM= 0 
TOTAL I STATISTICAL DATA = 31 - HOTSPOT ANALYSIS - 
NO HOTSWTS FOUND 

MAXDEECT- 6200.0000000000 UGKG 
MLNDETEO= 550.0XXXWXO UGKG 

MFAN = 1010.96%'419355 W K G  
5TDDEV= p6B.318645363920 UGKG 
UCL - 1 3 5 1 . 8 4 1 ~  UGKG 

SHAPIRO AND WILK OOODNESWF-m TEST - NORMAL D m U I ' I O N  
NORMAL STAT = 03%855677W14 

TESTSTAT= 0.929 
DKTJUBWlTON 1s NOT NORMAL - NORMAL STAT < TEST &TAT 

GEOMEAN= 868.7299M11549 UGKG 
GEOSIDDEV= 1539398164688 UGKG 
OWMEX UCL = 869.27183329327283 UGKG 
SHAPIRO AND WILX G00DNESWF-m TEST - LOGNORMAL DlSl'IUBUI% 
LOGNORM STAT = 0.7lZm1333sN(wz 

TESTSTAT= 0.929 
DIs17uBVIION IS NOT LOGNORMAL - LOGNORMAL STAT < TEST &TAT 

MEDIAN= X6.0000000000 UGKG 
MEDuNUCL= 956.2563630293685 UGKG 

TOTALIDATA= 31 
IDEXWXS= 31 

XNONDJZWXS= 0 
DETEcrFRFQ= loo.00 % 

I N O ~ > 2 x " D =  0 
TOTAL I &TATISTICAL DATA 31 - n m  ANALYSIS - 
NO HOTSPOTS FOUND 



-cae CADMIUM 

MAXDEECT'= 13W.OWWOWW UGKG 
MIN D-= 7lO.OOWOWOW UGKG 
MAXNONDJ3T = 86o.ammmO UGKG 
MINNONDJ3Tr 6MI.OOWOWOW UGKG 
sIpNONDET= 6m.OOWOWOW UGKG 

MEAN= 733.9285714286 UGKG 
SI'DDEV= lU.0423746333S WKG 

U C L =  7913nmw126914 UGKG 
91AwIOANDwIu(OOODNESSOF-~TEST-NORMALDlSTRlB~N 
NORMALSTAT= 0.-6755 

TESTSTAT= 0.924 
DlSlWBWTlON 1s NOT NORMAL - NORMAL STAT C TEST STAT 

OEOMEAN= 760.2?5105518532 W K G  
GEOSI'DDEV= 1.20S67SlW2 UGKG 
OEOMET UCL = 720.67161683717391 UGKG 

SHAPIRO AND wIu( OOODNEsfoF-RT - LOGNORMAL DlSlWBUllON 
LOONORMSTAT= 0- 

DISTFUBVI'ION 1s NOT LOGNORMAL - LOGNORMAL STAT C 
TESTSTAT 0.924 

STAT 

MEDIAN= 65O.axmoma) UGKG QUALlFER=U 
MEDIANUCL= 826.- UGKG 

TWTAL#DATA= 28 
WDEEClS= 6 

XNONDETEcps= 22 
D-FRK) = 21.43 % 

4 " O N D E t ? X ! l X > L " D =  0 
TOTAL # STATISIICAL DATA = 28 

HOTSPOT ANALYSIS 
NO HOTsPOTS FOUND 

clIEMlcAL= CALCNM 

M A X D E l " =  IJezwmo.ammmO W K G  
MIND== 4 1 C 3 0 0 0 . ~  UGKG 

MEAN= lfJ346451.612XI32262 UQKG 
SI'D DEV = 7471216.4Y%7554172 UGKG 

UCL= 12976516.9660786465 UGKG 
SHAPIRO AND WILK O O O D N E S S O F ~  TEST -NORMAL D - W N  
NORMAL STAT = 0.7698931p45393517 

TESTSTAT - 0.929 
m W N  IS NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN= 8522982.61982653476 UQKG 
GEOSTDDEV= 1.805483514373 UGKG 
Gu)METUCL= 8522983.255NWW4 UGKG 

SHAPlRO AND WIUc GOODNESSOF-~ TEST -LOGNORMAL DWIWBWTlON 
LOGNORM STAT = 0.9196771423964639 

DISIRIBWlON IS NOT LOGNORMAL - LOONORMAL STAT C TEST STAT 
TJ3TSTAT- 0.929 

MEDUN= 789Moo.axmoma) WOK0 
MEDUN UCL .i 10154151.7914~539 W K G  

TOTALWDATA = 31 
#DER?ClS= 31 

#NONDEECIS= 0 
D E l T f 3 F I E Q =  100.00 % 

# H O N D E r E m s > ~ N O N D E r E c r ~ =  0 
TOTAL # STATISTICAL DATA = 31 

HOTSPOT ANALYSIS 
NO HOTSPOTS FOUND 



M A X D E l " =  u00.- UQKG 
MlNDl?lT33= l%l.mmoOM)o UGKG 

MEAN= W.4193%8387 UQKG 
Sl?.)DEV= 720.C8497HB133 UQKG 

U C L =  2930.90821082123906 UQKG 
S"IR0 AND WlLK O O O D N E S S W F ~  TEST -NORMAL DSIWBU"I0N 
NORMAL STAT 0.9386MlZS219W7 

DISI'RJBUI'ION IS NORMAL - NORMAL STAT > TEST STAT 
TESTSTAT= 0.929 

QEOMEAN= 25%- UQKG 
QWSDDEV= 1.298678432321 UGKG 
QMMETUCL= 2586.92797s76242992 UGKG 

SHAPIRO AND wIu( OOODNESSWF-m TIXI' - UXiNORMAL DWRIBVIION 
LOONORM STAT = 0.9TIZ283568467423 

==AT= 0.929 
DISPRIBLWJON IS L O O N O W  - LOONORMAL STAT > TEST STAT 

MEDIAN= 2550.- UQKQ 
MEDIAN UCL = ~1.!28181511468438 WKO 

T O T A L ~ D A T A  = 31 
XDEXWXS= 31 

UNO-= 0 
DETEcrRlEQ= 100.00 % 

a NONDEIECrS > Z NONDEiWX MINlMUh4 = 
TOTAL X STATlSlTCAL DATA = - H O T m  ANALYSIS - 
NO HOTSIWl'S FOUND 

0 
31 

MEAN= 21290.3ZWJ6452 UQKO 
Sl'DDEV= 17847.135034178449 UQKG 

U C L =  2 7 5 7 2 . ! W 1 3 ~  UGKQ 
SHAPIRO AND WILK ooODNEssoF-m TEST - NORMAL D S I W B W N  
NORMALSTAT= 0.5653898971402Sl) 

T E s I m A T =  0.929 
DISI'RJBWION IS NOT NORMAL - NORMAL STAT C TEST STAT 

QEOMEAN= 17%5.799651797312 WKG 
QEO STD DEV = 1.7135!XS58141 UQKQ 
GEO- UCL = 17566.y128810044183 WKG 

S"IR0 AND wIu< OOODNESSWFm TEST - LOONORMAL DEIWBWI'ION 
LOONORM STAT = 0.805V26218198642 

TESTSTAT= 0.929 
DISPRIBU"I0N IS NOT LOONORMAL - LOONORMAL STAT < TEST =AT 

MEDiAN= 15200.mmommO UQKG 
MEDIANUCL= 17345.6USWSS73429 UQKQ 

TOTAL~DATA = 31 
XDFIMJFS- 31 

a~ommms= o 
DFTFKXFRK)= 100.00 I 

X N 0 N D E E " S  > 2NONDElECl'MMIMuM = 0 
TVTAL a STAT~S~TCAL DATA = 31 

HOTSPOT ANALYSIS - 
NO HOTS#IIS FOUND 



- 

-ICAL= COBALT 

MAX-= 1 1 7 0 0 . ~  UGKG 
MlNDETE€T= 5po.ooa)(moM UGKG 

M W =  ~ . m -  UGKG 
S l D D E V L  15S7.954313874674 UGKG 
UCL= 8377.CM9403sm14 UGKG 

SHAPIRO A N D W l U C O O O ~ F 4 W  TEST-NORMALDWIRLBWION 
NORMAL SFAT = 0.9435917815131862 

TIsrrSTAT= 0.929 
DiSl'RDUlTON IS NORMAL-NORMALmAT > TEST STAT 

GEOMEAN- 76t2.9m3084608 WKG 
GEOSIDDEVe 131194535Zm UGKG 
GI%MEI'UCL= 7683363962)8421990 UGKG 

SHAPlRO AND WlUC (KXIDNESSOF-~ TEST - LOONORMAL DlSl'RlBUT'ION 
LOONORM STAT .i 0.9754293952952273 

DISI'RIBUT'ION IS LOGNORMAL - UKtNORMAL. STAT > TEST STAT 
TESTSTAT= 0.m 

-IAN= 74W.mxI)oo UGKG 
MEDL4NUCL= 8 1 7 6  WKG 

TOTALIDATA= 31 
@DETECTS= 31 

l N O N D E E C B -  0 
DElF.CTFREQ= 100.00 I 

I N O N D ~ > 2 x N O ~ h f M M U M =  0 
TOTAL a STATISTICAL DATA = 31 

-HO.I.QPOTANALYSSS- 
NO HOTSPOTS FOUND 

C " l C A L =  COPPER 

MAXDETE€T= 1 8 1 0 0 0 . ~  WKG 
MIND-= 1 4 2 0 0 . ~  WKG 

hGAN= 35125.8064536129 UGKG 
SI'DDEVt 2 9 6 1 0 . 3 6 1 ~  UGKG 

UCL = 35549.4352908660658 UGKG 
SHAPlRO AND WILK OOODNESSOF4W TEST - NORMAL. DMWBUT'ION 
NORMAL STAT = 035,564R6181nSa) 

m S T A T =  0.929 
DISI'RIBUlTON IS NOT NORMAL - NORMAL STAT < TE5T STAT 

QEOMEAN= mY30.869P78902B9 WKQ 
GEOSIDDEV= 1.65-5 UGKQ 
GEOMETU& = p231.451167D321663 UGKG 

SHAPIRO AND WIlK GOODNESOF-~ TE5T - LOONORMAL DETRIBWION 
LOGNORM STAT = 0.626Yas99XJ1892) 

m S T A T =  0.929 
DISTIUBUlTON IS NOT LOGNORMAL - LOGNORMAL STAT C TEST STAT 

MEDUN= 16650.mmmma) UGKG 
MEDIANucZ= 19BM.9P726z111250 UQKO 

TOTALXDATA= 31 
IDJZlWXS- 31 

#NO-= 0 
DETE€TFREQ= 100.00 Z 

INONDEI'ECIS > ZNONDElW3MMhrmM = 0 
TOTAL a STATISIICAL DATA = 31 

HOTSFWI' ANALYSIS 
NO HOTSPOTS FOUND 



Y A X D E E C T P  29lmao.OUXWWW UGKG 
hfINDEI%T= 116mmo.000WOaOM UGKG 

MEAN= 16970961.7419354841 UGKG 
SI'DDEVm 39084U2.3- UGKG 
UCL= 18346828.511(896453 UGKG 

S"IR0 AND WILK OOODwEssoF-m TEST - NORMAL DISIRIBUTION 
NORMAL STAT = 0.9129525109910038 

TESTSTAT= 0.929 
DlsIwBvllQN IS NOT NORMAL - NORMAL. STAT C TESP STAT 

QEOMEAN= 16568115509051K)189 UQKG 
GEOSII)DEV= 12396&(60648 UGKG 
G E Q W  UCL e 36568115.7454597177 UGKG 

SHAPIRO AND WUX O O O D N E S X F m  TEST -LOGNORMAL DMWBUJ'ION 
lQGNORM STAT 0.96%24533913?379 

-WON IS LOGNORMAL - LOGNORMAL STAT > TEST STAT 
TESTSTAT = 0.929 

MEDIAN= 166ymo.000WOaOM UGKG 
MEDIANUCL= 18173&(5.4453uM32 UGKG 

TWTALIDATA = 31 
ODEIFCIS= 31 

WNONDEECR$= 0 
DErEcrFREQ - IW.00 16 

I NONDETECB 5 a NONDEECT MnaMuM = 
TOTAL I STATISTICAL DATA 31 

0 

HOTSWT ANALYSTS - 
NO HOTSFUR3 FOUND 

cHmucAL= LEAD 

MAXDEECT= p8ooo.oaaaoarx) UGKG 0 MINDEECT= 71W.oaaaoarx) UGKG 

MEAN= 38058.0645161290 UQKG 
Sl'DDEV= 36S40.149ESJ911542 UGKG 

U C L =  51026.7- UGKG 
SHAPRO AND WIIX O O O D N E S S O F ~  TEST -NORMAL DLWRIBUl'ION 
NORMAL STAT = 0 . m 4 1 2 5 4 1 9  

TESTSTAT = 0.929 
DlsTRIBvllON IS NOT NORMAL - NORMAL STAT C 

QEOMEAN= 31335.&38?6381Zl8 UGKG 
GEOSlDDEV= 1.72542W90D2 UGKG 
QEQW UCL = 31336.5@3Z71157tD32 UGKG 

STAT 

SHAPIRO AND WIIX G 0 O D N F S M ) F ~  TEST - LOGNORMAL DlsfillBvIloN 
LOONORM STAT = 0.87388.55B8%2916 

DISl'RIBUTION IS NOT LOGNORMAL - LOGNORMAL STAT < TEST STAT 
TESTSTAT= 0.929 

MEMAN- 304m.oaaaoarx) WKG 
MEDIANUCL= Jsam.- UGKG 

TOTALIDATA- 31 
I D E " E C B =  31 

#NO-= 0 
DlTJ3XFREQm 1W.W % 

INONDJ3lWTS > 2cNONDF3WTMMIMuM 0 
"?TAL X STAISIICAL DATA 31 

"YTSPOT ANALYSE 
NO HOTSPOTS FOUND 



cHm4lcAL= LrlmuM 

MAX-= lmO.ammmO UQKG 
M M D E E L T -  45W.ommmoO UQKG 

MEAN- 9819.3- WKQ 
SI'DDEVI 2817.'13487918610 UQKG 
UCL= 1OBll.2716Mz175304 WKG 

SHAPIRO AND WILK ooODNESOF4W "EST -NORMAL DBl'RIBUllON 
NORMAL S A T  = 0.9649228882466144 

DISI'RIBUllON IS NORMAL - NORMAL STAT > TESP STAT 
TESTSTAT- 0.929 

QEOMEAN= 9382.68783113144'7 WKG 
QEOSl'DDJ?X= 136534aWB9 WKG 
QEOMETUCL= 9383.1-54 UGKG 

SWAPIRO AND WlLK ooODNEssoF-m - LOONORMAL. DM'RIBUllON 
LOONORM STAT = O.PUZll304W1996) 

TESTSTAT - 0.929 
DLWNBvI1oN 1s LOONORMAL - LWNORMAL STAT > TEST STAT 

MEDIAN= 9300.- UGKQ 
MEDIANUCL= 11536.- UGKQ 

TOTALIDATA= 31 
I D E E c i % =  31 

aNomrmms= o 
DcnerFREQ= loom % 

XNONDEI'ECTS > 1 N O N D E W X h U " M  = 0 
TOTAL a STATLWICAL DATA = 31 - HoTspoT ANALYSS 1 

NO HOTSPOTS FOUND 

-CALI M A Q " M  

MAXDEl%CT= 544aIOO.ommmX, UQKQ 
hUNDEl'XT= 21Mom.- WKG 

MEAN= ~ 2 2 1 0 9 6 . n 4 i m w  UQKG 
Sl'DDEV= 743605.W3621580619 UOlKo 

U C L =  3488865.6528S:30096 UQKQ 
SHMIRO AND wIu( OOODNESSOF-FIT TEST - NORMAL DlspRIBvrwlN 
NORMALSTAT= O.pzMpsgmT181  

DLWIUBUI'ION IS NOT NORMAL - NORMAL STAT < TEST STAT 
TESTSTAT = 0.929 

QEOMEAN= 314672A.ZV7947219 WKG 
QEOSI'DDEV= 1.24923652257'2 UQKG 

SHAPIROANDWIUCooODNESSOF-~~-LOONORMALDM'RIBUITON 
LOONORM STAT = 0.9507Y18mlU78161 

DISTRIEvI1oN IS LOONORMAL. - LOONORMAL SFAT > 

GEOMETUCLS 3 1 m . z i n 4 -  WKG 

=STAT= 0.929 
STAT 

h4F.DI.W- ~ I T J O O O . ~  W3KQ 
MEDlANucL= 356LV12.f26w87)95 UQKff 

TOTALIDATA= 31 
IDcITxJrs= 31 

INONDl?lWXS= 0 
-taw= loom s 

TOTAL a SLWETICAL DATA = 
lNONDEri?crs > 1 N O N D ~ M N M L W  0 

31 - HoTspoT ANALYSE3 - 
NO HOTSPOTS FOUND 



CHPMIcM. = MANGANESE 

M A X D E W X I  47@OOmmmmoO W K G  
MINDJZIWX= luooO.@lWWCUm WKG 

MEAN= 295806.816129032 UGKG 
S T D D E V I  78252.4530605%5D9 W K G  
UCL= 3233533W326l95392 UGKG 

0 

sHAplROANDwIUCooO~F-FK'TEW-NORMALDlSlWBUllON 
NORMAL STAT E 0 . 9 5 % 5 1 7 8 6 3 1 ~  

TEWSTAT- 0.929 
D l S l W B W N  IS NORMAL - NORMAL STAT > TJ3X STAT 

GEOMEAN= 285781.116411IB%21 W K G  
G M S T D D E V =  3301498362238 UGKG 
GGOMETUCL= 28578137- W K G  

SHAPIRO AND wIUC OOODNESSOF-FlT TEW - LOONORMAL DlSlWBUTION 
LOONORM STAT - 0 . 9 8 1 ~ 3  

=STAT 0.929 
DMWBUllON IS LOONORMAL - LoomlRMAL STAT > TEW STAT 

MFDIAN= -.- UGKG 
MEDUNUCL= 317282.005377867122 UGKG 

TOTALIDATA = 31 
IDEl'ECTS= 31 

XNONDETEC"S= 0 
DEmXFFsQ = lW.00 I 

I N O N D E m c r s > 2 r " D =  0 
TOTAL I SI'ATETICAL DATA = - nOTm ANALYSIS - 
NO HOTSPOTS FOUND 

31 

M A X N O N D ~ =  m.omx1ooaT) WKG 
MINNONDm= 50.aXmmm UGKG 
5 T D N O m =  sO.OWWW000 W K G  

MEAN- 62.9032258065 UGKG 
S D D E V =  6.812487768369 UGKG 
UCL- 65.30140129590708 UQKG 

SHAPmO AND WlLK OOODNESSOF-m - NORMAL D l S l W B W N  
NORMAL STAT = 0.8269201190334562 

TFSTSTATC 0.929 
DlSl'RlBUI'ION IS NOT NORMAL - NORMAL STAT C TEW SI'AT 

QEOMEAN= 62.53?376%953@J W K G  
GEOSl'DDEV= 1.11- UGKG 
G U ) m U C L =  62.92625852302311 UGKG 

-0 AND WlLK O O O D N E S S O F ~  TEST - LOONORMAL DlSl'RlBUllON 
LOGNORM STAT = 0.82.43- 

DEIWBUI'ION 1s NOT LOONORMAL - LOGNORMAL STAT C TEsf STAT 
==AT= 0.929 

MEDIAN= sO.mmmo00 UGKG QUALIFER=U 
MEMAWUCL= 10.- UGKG 

TOTALIDATA= 31 
IDs?mZrs= 4 

#NO-= 27 
DErEmFFsQ= IZPD I 

I NONDEIWXS > 'h NONDETEC" MXNIMUM = 
TOTAL I Sl'ATISIICAL DATA 31 

-HoTswTANALyS1s- 
NO HOTSPOTS FOUND 

0 



__ 
-= MOLYBDENUM 

MAXD-I Sl00.- UGKG 
h f l N D J 3 l X T L  IsoO.aUmrma, UGKG 
MAXNONDJZI = l s 0 0 . ~  UGKG 
MDINONDET = 1500.0aa0000a) UGKG 
Sl'DNONDm= 1500- UGKG 

MEAN= 2534.4827S6D7 UGKG 
Sl'DDEV= 988.651419365329 UGKG 
VU.= aBw315159SYX%4 UGKG 

SHAPIRO AND WlLK OOOD-F+TI' TEST -NORMAL DISTRIBVION 
NORMAL. STAT = O.WCBS95534R7713 

TESTSTAT= 0.926 
DBl'RlBUllON IS NOT NORMAL - NORMAL STAT C TESX' =AT 

GmMEAN- 2 3 7 3 . ~ 1 0 9 8 0 B  UGKG 
GEOSPDDEV= 1.420BbZLllYUO UGKG 
G W  UCL = P13.9196352763Xl52 UGKG 

~ O A N D W a x o o O ~ F + T I ' T E S T - L o o N o R M A L ~ U I l O N  
IBGNORMSTAT= O.PP09aOU9gBg161 

T B T S T A T -  0.926 
DISTRIBUl'ION IS NOT LOONORMAL - UKINORMAL STAT C TFS STAT 

2BO.- UGKG 
MEDIANUCL= 2600.- UGKG 

TOTALIDATA= 29 
IDElTms= ?A 

#NO-= 5 
DEIXTFREQ= 82.76 % 

#NONDEIWXS>hNONDElZtXMIMMUM= 0 
TOTAL I STATLWKAL DATA = 29 

HOTSPOT ANALYSIS 
NO HOTSPOTS FOUND 

cm34lcAL= Nlcxa 

MAXDElWX- 1 0 1 0 0 0 . ~  UGKG 
MMDEl'JXT= I O W O . ~  UGKG 

MEAN = 2163!2ZWIM161 UGKG 
Sl'D DEV = 19173.71162XIB1614 UGKG 
UCL = 28381.9105886143807 UGKG 

SHAPIRO AND Wax CKXIDNESSOF-FIT TEST -NORMAL DWNBUllON 
NogMAL STAT = 0 3 1 1 6 7 6 4 3 1 ~  

MsRlBvIxlN IS NOT NORMAL - NORMAL STAT C TEST STAT 
=STAT - 0.929 

-MEAN= 179B.UXW50EW UGKG 
GEDSPDDEV= 1.- UGKG 
GMMETUCL= 17923.9975483528215 UGKG 

S H A P l R O A N D W a x o o O D ~ F 4 T F ~ - I D G N O R M A L D ~ U l l O N  
LOGNORM STAT = 0.73697@S7&53K62 

TEi?TsTAT= 0.929 
D " R I B n 0 N  IS NOT U)ONOBMAL - LOGNORMAL =AT C TESI STAT 

MEDIAN= l S u 0 . ~  UGKG 
MEDlANucI.= 1- UGKl3 

TWfALIDATAL 31 
I-= 31 

INoNDETKm- 0 
DETECTFREQ- 100ms 

# N o N D E r F m s > Z N O N D € r E c r ~ =  0 
TOTAL I STATISIlcAL DATA = - HoTspoT ANALYW - 
NO HOTSWTS FOUND 

31 



MAXDElWXL 3830- UGKG 
M I N D E l W X =  340.0000mra0 UGKG 
MAXNONDm= 279.- UGKG 
MINNONDET= 26%- UGKG 
tTDNONDm= 26(.oOWmWJO UGKG 

MEAN= 366%- UGKG 
sTDDEV= 112738ZM1719963 W K G  
UCL= Pgj.5WW88875Q15 UOKG 

5 " R O  AND WILK ooODNESSOFFIT 'IST -NORMAL DISI'RIBUl'ION 
NORMAL STAT = 0.918353529455168 

TESTSTAT= 0.923 
DLVRlBIJllON IS NOT NORMAL -NORMAL STAT C TEST STAT 

GEOMEAN = 1217.963612716364 UGKG 
GEOSTDDEV= 2341006582791 UGKG 
G E O W U C L  = 1218.86782881496902 UGKG 

SlUPIROANDWlLK000DNESSOFFIT~-LOGNORMALDLVRlBVIION 
W N O R M  STAT = 0.9a)034163Mm530 

TESTSTAT= 0.923 
D ~ ~ O N  IS NOT LOONORMAL - IBGNORMAL STAT C TEST STAT 

MEauN - 1610.oWOWWOO UGKG 
MEDuNUCL= ~52358110797468 UGKG 

TOTALIDATA= 27 
XDEI'ECIS= 24 

a~omErEcrTs= 3 
DErEcrFREQ= 88.89 I 

INONDErEcrS > 2rNONDElWXMINIMuM = 0 
TUTAL I STATWICAL DATA = n 

HOTSFWC ANALYSIS - 
NO HOTSFWCS FOUND 

CHEMICAL= OILANDGREASE 

A U X D E l W X =  381.- UGKG 
MINDEECT= iv.- UGKG 

MEAN= 169.6666666661 UGKG 
SIPDEV = 63.940944976161 UGKG 
UCL= 199.~618157128 W K G  

S H A P R O A N D ~ o o O D N E s s o F F I T ~ - N O R M A L D L S T R B U l T O N  
NORMAL STAT = o.=mim 

TESTSTAT = 0.897 
DETIUBUl7ON IS NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN= I J . n I 8  W K G  
GEO 5TD DEV = 1.411916847538 W K G  
GEOMETUCL= 1 ~ . ~ 1 6 8 2 0 0 1 0  UGKG 

s H A p I R O A N D ~ o o O D ~ F F I T T E S T - W N O R M A L D l s p R l I L v I l O N  
LOGNORM STAT = 0.95106W2#2@733 

-STAT= 0.897 
DlSlWBIJllON IS LOGNORMAL - LoaNoRMAL STAT 5 TEST STAT 

MEDUN = 161.OWWCUJW W K G  
HEDlANUCL= 163.- W K G  

TOTALIDATA= 18 

DElWXFwQ= 1m.w % 

IDElTCB= 18 
I N O N D E I " S =  0 

I N 0 N D E I " S  > 2r NOND- MrNKMUM = 
TOTAL I STATISPICAL DATA - 0 

18 - HOTSFWC ANALYSIS - 
NO HOTSPOTS FOUND 



cHFMIcAL= FurASsnJM 

MAXDEIWX= r a 0 a n o . m  W K G  
MINDEIWX= 17)(xxx.ar)(m0000 UGKG 

MEAN= poo605.1612903220 UGKG 
Sl'DDEv= b10g18.3- WKG 
uct= 3215210.72126547154 WKG 

SHAPUlOANDwIuE000DNEfSOF+WTEST-NORMALDlSlWB~N 
NORMAL STAT = 0.952%04795149655 

TESTSTAT = 0.929 
DISITUBUllON IS NORMAL - NORMAL STAT > TEST SPAT 

GM)MEAN= 2937830S9424581W6 UGKG 
GMSl'DDEV= 1.729615290606 WKG 
GEOM€TUCL= 2937831.027102&(432 WKG 

SHAPlRO AM, wIuE OOODNESSOF-m TEST - LOGNORMAL DMWBUI'ION 
UMNORhd STAT = 0.94751316139glgzl 

DEFRDUI'ION IS LOGNORMAL - LBGNORMAL STAT > TEST SPAT 
TESTSTAT= 0.929 

MEDIAN= 2BB5ax).ar)(m0000 WKG 
MEIHANUCL= 3153897.2XWE7918 WKG 

TOTAL#DATA= 31 
#DETECTS= 31 

#NONDEECTS= 0 
DefEcrFuEQ= 1m.m I 

I N 0 " B T S  > ~ N O N D ~ M l N I M U M  - 0 
TOTAL I STATlSnCAL DATA = 31 

H(YTSPOT ANALYSIS 
NO HOTSPOTS FOUND 

cHmIcAL= SELEMUM 

MAXDcpEcT= 750.oomaaxI) W K G  
MMDEIWX= 2oo.oOmamr, WKG 
MAXNONDm = SO- UGKG 
MI"0NDm = pO.ommoaX, WKG 
SIPNONDFP = 21O.Qnmowoo WGKG 

MEAN= ad.ar)(m0000 WKG 
STDDEV= 127.895790913280 UGKG 
UCL= 351.76~WdW953607 UGKG 

SiUpIRO AND WlUC OOODNESSOF-m TEST - NORMAL DISIWBmON 
NORMAL STAT = 0.1147557%91180307 

DlSllUBUI'ION IS NOT NORMAL - NORMAL STAT C TEST STAT 
TESTSTAT= 0.927 

GEOMEAN= ~.9osm)l lBzzl  WKG 
GEO Sl'DDEV = 1.417985431817 W K G  
G E O m  UCL = 286.41U15T4827130 UGKG 

W I R O  AND WlUC OOODNESSOFJW TEST - L O G N O R M A L D M W B ~ O N  
uKiNoRMSTAT= 0 . 7  

DISIWBUI'ION IS NOT LooNoRkuL - LOGNORMAL SPAT < TEST =AT 
TESTSPAT= 0.927 

MEDIAN= abO.omMmm0 UGKG 
MEDIANUCL= 344.- WKG 

TOTALIDATA= 31 
IDETFCl%= 16 

INONDETECIS = IS 
DETEjcrFREQ = 51.61 % 

#NONDETFCl% %NONDElECTMINhrmM = 1 
mAL I STATISPICAL DATA = - H m  ANALYsls - 
NO HOTSPOTS FOUND 

?4 



MAXDETECT= ISSJOMJ.oaxrrxaM) W K G  
MlN== 8lmO.oaxrrxaM) W K G  

MEAN= 463554.8ZSXRT4 U G K G  
SlDDEV.; 3949YJ.O3019ar)8511 U G K G  

U C L =  tU2SE7.-11 W K G  
SHAPKlO AND wlllc OOoDNEssoF-FIT TEST - NORMAL DISTRIBVIION 
NORMAL STAT = 0.849SSS3161159791 

TESTSTAT= 0.929 
DISTRIBUI'ION IS NOT NORMAL - NORMAL STAT C TEST STAT 

GEOMEAN= 313574.3402418816868 U G K G  
G E O S l D D E v =  2.52WSWml U G K G  
G M m  UCL = 313s75.0294~1105 U G K G  

SHAPIRO AND WIUC GOODNEssoF-FIT TEsf - LOGNORMAL DISTRIBUI'ION 
LWNORM STAT - 0.913gPy)1538L906 

TESTSTAT= 0.929 
DISTRIBWION IS NOT LWNORMAL - LWNORMAL =AT C TEST STAT 

MEMAN= 389m).oaxrrxaM) W K G  
MEDIAN UCL = M128.181511468429 U G K G  

TOTALlDATA = 31 
I D E E C T S =  31 

I N O N D m =  0 
DEl.EcrFREp= loo.oo % 

#NO- > 1 N O N D E E l X M M M U M  = 0 
TOTAL I STATISTICAL DATA = 31 

HOTSPUT ANALYSIS 
NO HOTSPOTS FOUND 

MAXNONDEI' = 1UO.oamamO U G K G  
MINNONDEI' = ImOmmmmO W K G  
SFDNONDm = 1100.oOOmma, U G K G  

MEAN = 1116.1ZWJ3ZS81 W K G  
mDEV = 132.218719560769 WKG 

U C L =  1162.61351105626312 UGKG 
SHAPIRO AND WIUC G O O D N E s s o F - ~  TEST - NORMAL DISTRIBVIION 
NORMAL STAT = 0.682611SZ64Z%4 

DISTRIBVIION IS NOT NORMAL - NORMAL STAT < TEST STAT 
TESTSTAT= 0.929 

GEOMEAN= 1109.0037%1198*) W K G  
GEO SFD DEV = 1.117008746154 U G K G  
G E O m U C L =  1109.39694W7S5089 W K G  

S"R0 AND WIUC O O o D N E S 4 F - ~  TEST - LOGNORMAL DISTRIBUI'ION 
LWNORM STAT = 0.7086901008911797 

DISTRIBVIION IS NOT LOONORMAL - LOGNORMAL =AT C TEST =AT 
TESTSTAT= 0.929 

MEDIAN= ll00.oamamO U G K G  QUIUJFIQI=U 
MEDlANUCL= 1100.- U G K G  

TOTALIDATA= 31 
#DETECTS= 0 

INONDEECTS= 31 
DJ3l33-1 0.00 % 

#NOND- > ZNONDEIl33MMMUM = 0 
TOTAL I STATISTICAL DATA = 31 



cHhmCAL= SODNM 

MAX-= 36!BOO.- UGKG 
MINDElT€T= 'Imoommmaoo UGKG 

MEAN= lST29.U325@645 UGKG 
sIz)DEV= 7659.33€S331ognl UGKG 

UCL= 184820.74pB26621768 UGKG 
-0 A N D w I I l ( o 0 o ~ F m  TBI -NORMALDKlWBUl'lON 
NORMAL STAT = 0.R359144236377211 

TEWSTAT= 0.529 
m U l l O N  1s NOT NORMAL - NORMAL STAT C TBI STAT 

GM)MEAN= 142499.?7BJ74XWI UGKG 
GEOsTDDEV= 1- UGKG 
GEOMITUCL= 1125ooXSBXS6% UGKG 

SHAPIRO AND WUC OOODNESSOF-~ TEST -LOGNORMAL DLWXDVIION 
LOGNORM STAT = 0.9421461447.5Z7.53 

DBIIUBUl'lON 1s WGNORMAL - LOONORMAL STAT > TEST STAT 
TEWSTAT = 0.929 

HEMAW= rmrs00.- UGKG 
MEDlMiUCL= lS7369- UGKG 

TUMLXDATA= 31 
I D E E C T S =  31 

INONDEl'ECTS= 0 
DFncrFREQ = 1m.w I 

X NOND- > Zr NONDJ3WIX MMlMUM = 
TOTAL I STATlspIcAL DATA = - HOTSPOT ANALYSIS sv 
NO HOTSPOTS FOUND 

0 
31 

CmDbucAL= SrROmnJM 

MAXDETECF- loo00.- UGKG 
hflNDlZECl'= 23300.- W K G  

MEAN= 54329.03275SX45 UGKG 
SI'DDEV- 20632.6361?37- UGKG 
UCL- 6158.5.2241993496791 UGKG 

SHAPIRO AND WIUt OOODNESSOF-~ TEST - NORMAL DlsTRIBvIlON 
NORMAL STAT = 0.9233SaI725SMp2 

TESTSTAT = 0.529 
DWRKBUl'lON IS NOT NORMAL -NORMAL STAT < TEW STAT 

GEOMEAN= SmmllE7m918862 UGKG 
GE.OslpDEV= 1.448533375589 UGKG 
GEDMETUCL= SOXl3566%1O@MS7 UGKG 

S"R0 AND wIu< CKXJDNEPS-OFm TEST - LoaNORMAL DMWBVIION 
LOGNORM STAT = o.rn9342imnm 

TESTSTAT- 0.929 
DLWXDUl'lON 1s LOONORMAL - LOONORMAL STAT > TEST STAT 

HEMAW- 48050.- UGKG 
MEDWUCL= 60821JW)6(a21S71 UGKG 

TOTALIDATA = 31 
IDEl%JXS= 31 

XNONDFlgcTs= 0 
DETErFREQ = 1m.m % 

INONDFlgcTs>ZNONDElT€TMlNlMUM= 0 
TOTAL STA'RmCAL DATA - 
' H o T s p o T A N A l . ~ -  
NO HOTSPOTS FOUND 

31 



cHn4lcAL= TnALLnm 

MAX- .5 5lO.UYBOmWO UGKG 
MIN DEECT = 210.- UGKG 
MAXA'OhDEJ' = =,amarm0 UGKG 
MI"ONDET= 200.- UGKG 
SI'DNONDET= Po.- UGKG 

M E A N =  2 7 7 . 4 1 9 3 M  UGKG 
SI'DDEV= 8OO.SQ94%3S17l UGKG 
UCL= 3M.8915RZ311m926 UGKG 

SHAPIP.0 AND WIlX GOODNFSSOF-m TEST - NORMAL DlSlWBUI'ION 
NORMAL SrAT = 0.75321-12 

TESTSTAT = 0.929 
DISTRIBUI'ION 1s NOT NORMAL - NORMAL SPAT C TEW STAT 

GEOMEAN= 267.6V66493WN UGKG 
GEOSI'DDFlr= 1.281885189505 UGKG 
G E O h a U C L =  268.32(03450856614 UGKG 

S"lTl0 AND WILX OOoDNEssoF-m TEST - LOONORMAL DNXIBUI'ION 
LOONORM STAT = 0.m- 

TESTSTAT= 0.929 
DlSlWBmON IS NOT LOGNORMAL - LOONORMAL STAT < TEST STAT 

MEDIAN= 24s.amomx)o UGKG 
MEDuNUCL= zsO.Ommmaaar, UGKG 

TOTALIDATA = 31 
IDElWXS= 21 

XNONDElXXS 6 10 
DElWXFREQ = 61.74 % 

INONDETFJTS > 2 r N O N D m M I M M u M  = 0 
TOTAL X STATISllCAL DATA = - HOTSF'OT ANALYSIS 
NO HOTSPOTS FOUND 

31 

cxmucAL= m 

MAXDJ5l'E€T= 859oo.mmaxxXa UGKG 
M M D E l W X =  ?smo.mmmooO UGKG 
MAXNONDET = 381W.mmaxxXa UGKG 
MMNONDET = moO.mmXmm UGKG 
sII)NONDET= m 0 0 . ~  UGKG 

MEAN= 43712.9u3225Xbs5 UGKG 
Sl'DDEv= 13488.866183861364 UGKG 
UCL= uL4613401TJ31074% UGKG 

S"JR0 AND WIlX OOODNEssoF-Fn' TEST - NORMAL DlSlWBWlTON 
NORMAL STAT = 0.8864S3l668994171 

TESTSTAT = 0.929 
DlSlWBWION 1s NOT NORMAL - NORMAL STAT C 

GEOMEAN= 41923.y)82586opp UGKG 
GEO s11) DEV = 1.325691681277 UGKG 
G E O m  UCL = 41923.6749370616497 UGKG 

S"lTl0 AND WIlX GOODNESSOF-~ TEST - LOGNORMAL DlSlTUBvIION 
LOONORM STAT = 0.9547251433894330 

DlSlWBUI'ION IS LOGNORMAL - LOGNORMAL STAT > TEST SPAT 

STAT 

TESTSTAT = 0.929 

MEDIAN= 39000.- UGKG 
MEDlhuucL= 47%73.84504534y)499 UGKG 

TOTALIDATA= 31 

DmEcrFREQ= TAZ% 

XDElWTS= a4 
INOND-m 1 

I N O N D E I X T S > ~ N O ~ M I M M u M =  0 
TOTAL X STATISIlCAL DATA = - HOTSPOT ANALYSIS - 
NO HOTSPOTS FOUND 

31 



c3mvucAL= VANADIUM 

MAXDEITCI'= 696m.- UQKQ 
MJNDEIW3= asSm.ooWmOOm W K G  

MEAN= 4fB483CQ967742 UOKQ 
Sl'DDEV= 9 8 9 4 Z l m  WKQ 
UCL- 43831.43324?U51128P WKQ 

SIUPIRO AND WILKOOODNESSOF~ TEST-NORMAL-W'ION 
NORMALSTAT = 0.9313167X6761960 

DIS'RIEIWIN B NORMAL - NORMAL STAT > TFST STAT 
TESTSTAT 0.929 

OEDMEhN= 39235X27664l4%26 UQKG 
QEOSlDDFV= 12627ci3744818 UOKG 
GEOMl%UCL= 39235.622190914629 UGKO 

W f R O  AND WIUC OOODNESSOF-F1T TEST - LOONORMAL DISTRIBUTION 
LOGNORM STAT = 0.969133~185619 

TESTSAT= 0.929 
DlslwBvRoN 1s LOONORMAL - LOONORMAL STAT > TEST STAT 

MFDuN= 39150.4110000000 UOKQ 
MEDlANUCL.= 43467.1%"%3589W36 W K G  

TOTALIDATA = 31 
#DEFECI'S= 31 

INoNDEmcrs= 0 
DErEcrFREQ= loom% 

#NO- > 2cNONDEESXMINIMUM = 0 
TOTAL I STATISTICAL DATA = 31 

HOlWUT ANALYSIS 
NO HoTspoTS FOUND 

CxEMcAL- m c  

MAXDJ3'FCT= ~ ~ X U I . ~ U X U X ~ ~  UQKG 
mDEI'BX= -.- UQKQ 

MEAN- Z'U6.451612KI32 WKQ 
slpDEV= 3an83nulS31099 WKQ 
ucZ= 86965.19)26195!%137 UQKQ 

W I R O  AND WILK OOODNESOF-F1T TESF -NORMAL DISI'RIBVIION 
NORMAL STAT = 0.-14?2@8 

m S T A T =  0.929 
DlSTRlBUITON LS NUT NORMAL - NORMAL STAT C STAT 

QEOMEhN= 73279.CBcXWf61664 UQKG 
QEOSlDDEV= 1.3583361%$512 UQKQ 
QE4MEl'UCL= 7327956501746U2 UQKQ 
S"lROANDWILKOOOD~F4TTEST-~NORMALDJSl'RIB~N 
LOGNORM STAT = OBIP66wJS5843 

TESTSTAT= 0.929 
DSI'RIBIWIN B NOT WNORMAL - IBQNORMAL STAT TEST STAT 

MEMAN- fS050.00mOmm0 WKQ 
MEDIANUCL= 75829.736%8!455P16 WKQ 

TOTALIDATA = 31 
X D c l z c I s =  31 

INONDEITllpsI  0 
D m F R E Q r  l W m %  

INONDEITllps>2cNONDEESXMINIMUM= 0 
TOTAL I STATSITCAL DATA = 

"LVIWOTANALY!jlS' 
NO HOTsPoTS FOUND 

31 





SURFACE SOIL - RADIoMIcIlDEs - 8/13/92 

cHmfIcAL= AMRUcNM-Ul 
a 

MAX-- 1.- PCYG 
M I N D E l " =  0.- PCYG 
MAXNONDET = 0.0lnamaO PCVG 
MINNONDm = 0.0129300000 PCUG 
Slm NONDET - 0.0129300000 PCUG 

MEAN= 093274256% Pcyo 
STDDEV= 0.4615pIos715 PWG 

UCL= 0.49521075355124 PWG 
SHAPlRO AND WILK OOODNESOFJW TEST -NORMAL DISTRIBUITON 
NORMAL STAT = 0.66KkWO13237949 

TESTSTAT= 0.929 
DKI'IUBUITON 1s NOT NORMAL - NORMAL STAT < TEST STAT 

O W  MEAN 0.153977627w3 PWG 
GEUSTDDEV= 3.578933416818 PCYG 

SHAPIRO AND WILK OOOD-FJW TEST - LOONORMAL DKI'IUBWION 
LOGNORM STAT = 0.9803.(5s721099333 

GEOM€TUCL = 1 . 4 1 7  PCYG 

TESTSTAT= 0.929 
D - W N  IS LOONORMAL - LOONORMAL STAT > TEST STAT 

MEDIAN = 0.1358OOOOm Pcyo 
M E D u N u c L =  0.25421998157895 Pcyo 

TOTALIDATA= 31 
XDElWXS= 29 

#NONDEX'ECTS= 2 
DEl"F'RE.Q= 9355 % 

X N 0 N D E l " S  > Zx NONDEI'ELT MMlMuM = 
TOTAL # STATISTICAL DATA = 

* HOTSPOT ANALYSIS * 
NO HOTSPOTS FOUND 

0 
31 

CHEMICAL= PLrnrn-Z? .9rn  
0 

M A X D E l " =  12.- PcYo 
M I N D E l " =  O . O b 7 ~  Pcyo 

MEAN= 2 3 0 7 5 m 4  PCUG 
SlmDEV= 3.358916284068 F'WG 

UCL= 3.4899868Sl83743 Pcyo 

NORMALSTAT- 0.- 

DLSllUBUITON Is NOT NORMAL - NORMAL S"AT < TEST STAT 

SHAPIRO AND WILK O O O D N E S O F - ~  TEST - NORMAL DlSl ' lUBWN 

TESTSTAT= 0.929 

GEOMEAN- 0.86674SXt9581 PcYo 
GEOSlmDEV= 4.392821113157 Pcyo 
GWMETUCL = 2.41313454'?7?3W PWG 

5"APIRO AND WIUC OOODEIESSQF-FIr TEST - LOGNORMAL DKI'IUBWN 
LOGNORM STAT = 0.9530404821422153 

DKI'IUBUITON 1s LOGNORMAL - LOGNORMAL STAT > TEST STAT 
TESTSTAT= 0.929 

MEDIAN= 0.7032yaoOo Pcyo 
MEDIANUCL- 1.75'76352tWD735 PWG 

"QTAL#DATA= 31 
#DElWXS= 31 

XNONDJiTECIS= 0 
DETscrFREQ= loo.00 % 

I N O N D E T E C T S > 2 x N O N D E I ' E L T ~ =  0 
mAL I STA7ZYl'IC.U DATA - 31 

* HOTSPOT ANALYSIS' 
NO HOTSPOTS FOUND 





MAXDEIWX= 1.66amamopcyo 
MlNDEl'ECF= 0.6781amM PCYG 

MEAN= 1.1655967742 pQH3 
STDDEV = 0.23755711~12 PCYG 

UCL= 12A9Z314g27861 FWG 
SHAPIRO AND WILK OOODNBSOF-FTI' TEST -NORMAL DLWRIBUllON 
NORMAL STAT = 0.96XB37571922361 

TESTSTAT= 0.929 
DlSlT&UllON 1s NORMAL - NORMAL STAT > TEST STAT 

OEOMEAN = l.lUll(w1617 PCYG 
GEOSTDDEV= 1.2391073s7108 PCyG 
G F D m U C L =  15163389438)540 PCYG 

SHAPIRO AND WlLK O O O D N E X K ) F ~  TEST - WGNORMAL DMRWn'ION 
WGNORM STAT = 0.951-11 

DISI'RIBUlTON IS UKlNORMAL - LOONORMAL STAT > TEST S A T  
TESTSTAT= 0.929 

MEDIAN= l2035OOOOKI PCYG 
 MEDIAN^^= i m 1 ~ 5 2 9 o i  PCYG 

TOTALIDATA= 31 
#DEl"M= 31 

aNoNDJnE43s= 0 
DErF/=rFREQ= 100.00 % 

#NONDElWTS > 2rNONDEl'ECFMMIMuu = 0 
TUE& I SfATISllCAL DATA = 31 - noTspoT ANALYS - 
NO HOTSFWTS FOUND 

MEAN= 0.0797346661 pcyo 
SlDDEV= 0.02luuwoB8 PCYG 

u n =  0.m1698469194 PCYG 
SHAPIRO AND WILK GOOD-F-m TEST - NORMAL DISI'RIBUllON 
NORMAL STAT 0.9172618956194448 

DISI'RIBUllON IS NORMAL * NORMAL STAT > TEST STAT 
TESTSTAT = 0.881 

QEOMEAN= O.oB87~4tVOB Pcyo 
GEOSI'DDEV= 1379296130133 PCYG 
G E o h a U C L =  0.73618093196906 PcYo 

SHAPIRO AND WILK GOODNESSOF-m TEST - LOGNORMAL DlSlRIBWION 
LOONORM STAT = O.?B8531QXKkW735 

TESTSTAT= 0.881 
DISIWBUllON IS WGNORMAL - LoaNoRMhL STAT > TEST STAT 

MEDIAN= 0.079MWmO PCYG 
MEDMNUCL= 0.090610(1000 PCYG 

TOTALXDATAI: 31 
UDEEXTS= IS 

fNONDEECYS= 16 
Dl?rEcrFREQ= 4139% 

TOTAL a STATWEAL DATA = 

NO n m s  FOUND 

UNONDETECTS > ~ N O " B 3 M I N I M u M  - 16 
15 - w m  ANALYSIS - 



cHFMlcAL= uRA"M-p8 

MAXDEYEf3- 51990000000PCYo 
MINDEYEf3- 0.- PCYQ 

MEAN = 1.2667451613 Pcvo 
Sl'DD6v= 03312B1BZ7w2 W G  
ucL= 1381MS10758592 PCYG 

NO- STAT = 0.9787641356037349 

D W W B m O N  1s NORMAL - NORMAL SPAT > TEST STAT 

SHAPIRO AND WILK O O O D N E S O F ~  TEST -NORMAL DWRIBWIlON 

==AT - 0.929 

QEOMEANI: 1.22X3173Y) Pcvo 
GEDSl'DDFX= 1- PCYG 
OEOMFTUcL- 1.6838310@505@2 PCYG 
SHAPIROANDWILK000DNESSOF-FlTTEST-LWNORMALDlSnUeVPlON 
LOGNORM STAT = O.SS2102731533CL593 

"ESTSlXT- 0.929 
D W W B W N  1s LOONORMAL - UXfNoRMAL =AT > TEST STAT 

MEDIAN= 1.- Pcvo 
MEDIANucL= I.43169PR267p pcyo 

TOTALIDATA = 31 
I D J i T l X l T p  31 

INONDEll3XS= 0 
DEIWXFREQ- 100.00 Z 

INONDElWTS > 2cNONDEECl'MMlMUM - 0 
TOTAL a STATISTICAL DATA = 31 

HOTSPOT A N A L Y 5  
NO HOTSPOTS FOUND 



APPENDIX B 

BACKGROUND COMPARISON STATISTlCS 



EQUALITY OF VARIANCE 

The F test is use to assess whether variances in differen data sets are equal r unequal. 

Unequal variances indicate a significant difference between the means of different data sets. The 

F Test is performed on two data sets (background and site data) as follows: 

1) Compute the factor VB 

v, 

where: a - ta 

= E  N j 6 - X ) ’  
j=l 

al number of data se s (=2) 
Bj = sample size in each data set 
Xj = meanofeachdataset 
X = overall mean of all the data sets 

2) Compute the factor V 

where: X, = value of the K@‘ datapoint in the dataset 

3) Compute the factor V,. 

vw = v - VB 

4) Compute the factors S2, and S’, 

where: N = total number of data points in all of the data sets 

(E:\EsRFPBOA\649\TXHMEM?MPPENDX .AB\09/08/92) B- 1 



2 v w  s, = - 
N - a  

5) Compute the F statistic. 

s: 
e F = -  

6) Calculate the degrees of freedom in the numerator (vl) and denominator (VJ of 
the F formula using the following: 

u l = a - l  

v , = N - a  

7) Find the 95" percentile value (F0.=) ( des ribed in Spiegel 1988, Statistics 2nd 
Ed., Appendix V). If the F value exceeds FO.%, the variances of the data sets are 
not equal. 

Bartlett's Test of Homogeneity of Variances 

Bartlett's test is used for assessing whether a number of population variances of normal 

distributions are qual. The procedure is performed as follows: 

1) Compute the sample variances for the background data (S',) and for the sample 
data (S'J. The sample variance is the square of the sample standard deviation 
and is given by the following equation: 

a 

S* = (xi - x)/(n - 1) 
i l l  

where: 

n = sample size 
Xi = valueofthei,,,datapoint 
X = meanofthedataset 

(p.\MPPBWX.AB\O9/W92) B-2 



2) Compute the test statistic X2 using the following: 
k 

x2 = f ln(S,’> - fi l,(S,z> 
i-1 

where: 

t f = C  f i =  
ill 

5 ni l  - k 
i l l  

and: 

k =  
ni = 
n, = 
n2 = 
fi = 

. k  

number of data sets being compared (=2) 
sample size of each data set 
background data sample size 
sample data size 
degree of freedom for each variance, q - 1 

3) Determine the significance level of with K-1 (= 1) degrees of freedom from 
appropriate table (Le. Table 1, Appendix B in Statistical Analysis of Ground- 
water Monitoring Data at RCRA Facilities) (EPA 1989). If the significance level 
is less than 0.05, then the variances are not equal. 

Analysis of variance is used to determine whether there is a significant difference 

between the background and sample means. Unequal variances show that there is a significant 

difference between background and standard data. 

NONPARAMETRIC TECHNIQUE 

The Mann-Whitney U test (also known as the Wilc~xin Rank Sum) consists of the 
following steps: 



(1) Combine concentrations from both site data and background data on a chemical- 
specific basis. Assign each value (concentration) a rank.' 

(2) Calculate the sum of the ranks for each of the samples. List these sums by R1 
and R,, where N1 and N,, are the respective sample sizes. A significant 
difference between the rank sums R1 and R,, implies a significant difference 
between the samples. 

(3) Calculate the difference between the rank sums using the statistic: 

- Rl N' (N' +I) 
2 

U = N, N, + (4) 

(4) Convert the U statistic to the Z statistic, which can be compared to standard 
normal and lognormal distribution curves as follows: 

u - cr, z =  

(5) Use the 2 statistic to show a significant difference between the site and 
background concentrations at the 0.10 level. 

To assess whether two populations exhibit significant statistical differences, the sample 

statistic, 2, is computed from the ranks of the populations, The probability, p, is then found 

from the 2 value using a cumulative normal distribution table (e.g., Table Al ,  Gilbert, 1987). 

The significance level, CY, for a one-tailed probability test is then computed using the following: 

CY = 1 - p  

If the resulting value exceeds 0.10, then the populations do not demonstrate a significant 

difference and are considered statistically equal. 

' If two or more sample values are identical, the sample values are each assigned a rank equal to the mean 
of the ranks that would othefwise be assigned. These are called ties. 
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USE SS-V 
COPY TO CHEMOl .DBF FOR CHEMICAL = 0 - 
COPY TO CHEM02.DBF FOR CHEMICAL = 
COPY TO CHEM03.DBF FOR CHEMICAL = 
COPY TO CHEMW.DBF FOR CHEMICAL = 
COPY TO CHEMO5.DBF FOR CHEMICAL = 
COPY TO CHEM06.DBF FOR CHEMICAL = 
COPY TO CHEM07.DBF FOR CHEMICAL = 
COPY TO CHEMOLDBF FOR CHEMICAL = 
COPY TO CHEM09.DBF FOR CHEMICAL = 
COPY TO CHEM1O.DBF FOR CHEMICAL = 
COPY TO CHEM11.DBF FOR CHEMICAL = 
COPY TO CHEMl2.DBF FOR CHEMICAL = 

13.DBF FOR CHEMICAL = 
COW TO CHEM14.DBF FOR CHEMICAL = 
COPY "0 CHEM1S.DBF FOR CHEMICAL = 
COPY TO CHEM16.DBF FOR CHEMICAL = 
USE SS-M 
COPY TO CHEM17.DBF FOR CHEMICAL = 
COPY TO CHEM18.DBF FOR CHEMICAL = 
COPY TO CHEM19.DBF FOR CHEMICAL = 
COPY TO CHEM20.DBF FOR CHEMICAL = 
COPY TO CHEM2l .DBF FOR CHEMICAL = 
COPY TO CHEM22.DBF FOR CHEMICAL = 
COPY TO CHEM23.DBF FOR CHEMICAL = 
COPY TO CHEM24.DBF FOR CHEMICAL = 
COPY TO CHEM2S.DBF FOR CHEMICAL = 
COPY TO CHEM26.DBF FOR CHEMICAL = 
COPY TO CHEM27.DBF FOR CHEMICAL = 
COPY TO CHEM2S.DBF FOR CHEMICAL = 
COPY TO CHEM29.DBF FOR CHEMICAL 5 

COPY TO CHEM30.DBF FOR CHEMICAL = 
COPY TO CHEM31.DBF FOR CHEMICAL = 
COPY TO CHEM32.DBF FOR CHEMICAL = 
COPY TO CHEM33.DBF FOR CHEMICAL = 
COPY TO CHEM34.DBF FOR CHEMICAL = 
COPY TO CHEM35.DBF FOR CHEMICAL = 
COPY TO CHEM36.DBF FOR CHEMICAL = 
COPY TO CHEM37.DBF FOR CHEMICAL = 
COPY TO CHEM38.DBF FOR CHEMICAL = 
COW TO CHEM39.DBF FOR CHEMICAL = 
COW TO CHEM40.DBF FOR CHEMICAL = 
COPY TO CHEM41 .DBF FOR CHEMICAL = 

0 

"ACENAPHTHENE " 
"ANTHRACENE " 
"AROCLOR-1254 " 
"BENZO(a)ANTHRACENE " 
"BENZO(a)PYRENE " 
"BENZO(b)FLUORANTHENE " 
"BENZO(ghi)PERYLENE " 
"BENZO(k)FLUORANTHENE " 
"CHRYSENE " 
"DIBENZO(a,h)ANTHRACENE " 
"DIBENZOFURAN " 
"FLUORANTHENE " 
"FLUORENE " 
"INDENO(1,2,34)PYRENE " 
"PHENANTHRENE " 
"PYRENE " 

"ALUMINUM " 
"AMMONIA " 
"ARSENIC " 
"BARIUM " 
"BERYLLIUM " 
"CADMIUM " 
"CALCIUM " 
"CESIUM " 
"CHROMIUM " 
"COBALT " 
"COPPER " 
"IRON. " 
"LEAD " 
"LlTHIUM " 
"MAGNESIUM " 
"MANGANESE " 
"MERCURY " 
"MOLYBDENUM " 
"NICKEL " 
"NITRATE/NITRITE " 
"OILANDGREASE " 
"POTASSIUM " 
"SELENIUM " 
"SILICON " 
"SODIUM " 

COPY TO CHEM42.DBF FOR CHEMICAL -c "STRONTIUM 
COPY TO CHEM43.DBF FOR CHEMICAL = "THALLIUM 
COPY TO CHEM44.DBF FOR CHEMICAL = "TIN 
COPY TO CHEM45.DBF FOR CHEMICAL = "VANADIUM 
COPY TO CHEM46.DBF FOR CHEMICAL = "ZINC 

" 
" 

" 
" 

" 
USE SS-R 
COPY TO CHEM47.DBF FOR CHEMICAL = 
COPY TO CHEM48.DBF FOR CHEMICAL = 
COPY TO CHEM49.DBF FOR CHEMICAL = 
COPY TO CHEMSO.DBF FOR CHEMICAL = 
COPY TO CHEM51 .DBE FOR CHEMICAL = 
COPY TO CHEM52.DBF FOR CHEMICAL = 
COPY TO CHEM53.DBF FOR CHEMICAL = e 

"AMERICIUM-241 " 
"PLUTONIUM-239/240 " 
"RADIUM-226 " 
"RADIUM-228 " 
"URANIUM-233,-234 " 
"URANIUM-235 " 
"URANIUM-238 " 



TITLE '881 HlllsIDE DATA EVALUATION'. 
- > S u B m L E  'DATAiBACKaROUND ANALYSIS'. 
-> INPUTPRWRAM. 
-> 

nlia Ixmmmad will red 1 IDcordl hpm chem0l.du 

DATA LTST PILE chemOl&tl PIRST 1-3 (A) CONC 4-28 (10). 

V.rhble %C S M  M h m a t  

F I R S T l 1 3 A 3  
WNC 1 4 28 F25.10 

-> IF(FIRSTEQ'N)SOURCE=l. 
- > IF (FIRST NE 'N') SOURCE=O. 
-> SETBIANKSxO. 
-> ENDINPUTPROGRAM. 
-> T0UlFoRARY. 
-> 
-> SrnWIDTH=80. 
-> D ~ V A R l A B L E S - C O N C  
-> ISTA'IISTICS-ALL 

> W e #  11003 
>The~dcfaukcohrmp.tylcprin~caonotbcuacd forthis DESCRFIIVB,M 
>them ~ I O O  mrny datistica to print OD ollc h e  pcr whblc. Old *le 

SELECT IF (PIRST EQ 'N'). 

>printiEglva bcuKdinrM. 

'Ihcrc arc 197,992 bytm of mcmoy avlihblc. 
n e  lugcot oontiguous M bu 197,792 bym. 

76 byta ofmanory nquirrd for t i s  DESCRFIIVB ploadure. 
4 bytea bnfcllrssdy been acquid. 
72 bytea muainto bcacquid. 
16 Aug 92 8 8 1  W I D E  DATA EVALUATION 
16:1618 DATAIBACKGROUND ANALYSIS 

Mean 326.731 S.E.Mmn 23.716 
StdDcv 120.926 Variance 14623.165 
K W h  A71 S.E. Kurt .887 
Sk- -1.187 S.ESkew .456 

Maximum 470.0000000 SUlU 8495.000 
R q C  425.000 Miaimlull 45.0000000 

Valid oiNcm&m - 26 wi- - 0  
16 Aug 92 I 1  HIUSIDE DATA EVALUATION 
161618  DATAiBACKffROUND ANALYSIS 

prsadingmsk nquircd .16 woda CPUthac; 1 . 0 0 d  ef.ped. 

-> 1EM#)RARY. 
- > 
-> SmWIDTH-80. 
-> DESCRIPIWB VARMBLES=WNC 

SELECT IF (FIRST NE 'N'). 

-> ISTAIISRCS=ALL 

> W e m h g t  11003 
> n e  DB*. default column-rrylc printing cannot be ured for this DES-, M 

>them auto0 many otatispia to print OD one h e  pcr vulblc. Old style 
>printiugwill bc used iustead. 

'Ibcrc m 199,528 bytm of mcmoy avlihblc. 
'Ibc l a r e  contiguous area bu 198,816byta. 



76 byter of manory mpid for the DESCRIFlNES procsdurc. 
4 byta have alrady bear ucquted. 
72 bytes tcmainto bcucquirod. 
I6 Aug 92 881 HILLSIDE DATA EVALUATION 
16:16:18 DATABACKGROUND ANALYSIS 

e 
Nlnnbar of valid oknv.tions(limvirc) - 
Variable CONC 

7.00 

MCall 372.857 S.E. Mean 18.736 
StdDcv 49.570 V-a 2457.143 
Kurcais 5.008 S.E.Kurt 1.587 
Skovmw 2.175 S.E. Skew .794 

340.0000000 
Muimum 480.0000000 SIim 261o.OOO 

. .  140.OOO 

Valid ObMmdOm - 7 Miuingob.ervlltions - 0  
16 Aug 92 881 HIUSIDE DATA EVALUATION 
1616:18 DATAlBACKOROUND ANALYSIS 

Prsceaiogcslllr requid .05 d CPU thne, 1.00 acconda ehp.bd. 

-> ONEWAY CONC BY SOURCE(O.1) 
- > lSTATISTICS=U 

ONEWAY problem rcquirm 228 bytm of mmory. 

Thm am 199,616bytes of m w o y  avaihblc. 
Iht largest contipuou, .TC(I bas 198,456 byta. 
16 Aug 92 881 HILISIDE DATA EVAulAnON 
16:16:19 DATABACKGROUND ANALYSIS 

plge 4 

plgc 5 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN P P  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BETWEEN GROUPS 1 11734.2699 11734.2699 .958 .3357 

WIT" GROUPS 31 380321.9725 12268.4507 

TOTAL 32 392056.24% 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCTCONFINTFORMEAN 

G r p O  7 372.8571 49.56% 18.7355 327.0132 To 418.7011 
Qrp 1 26 326.7308 120.9263 23.7156 277.8876 TO 375.5740 

TOTAL 33 336.5152 iio.an 19.2682 297.2670 TO m.im 
FEEDEPFECTSMODEL 110.7630 19.2814 297.1905 To 375.8398 

RANDOM EFFECTS MODEL 19.2814 91.5222 TO 581.5081 

WARETINO - B E I "  C O M P O N m  VARIANCE IS NEGATIVE 
lT WAS REPLACED BY 0.0 M COMPUTINO ABOVE RANDOM EFFECTS MEASURES 

0 



RANDOM EFFEXXS MODEL - EsThiuTE OF B- COMPONWT VARIANCE 48.4285 

Grpo 34o.m 4 8 o . m  
Grpl 45.oooO 470.oooO 

TOTAL 45.oooO 48O.oooO 
16 Aug 92 881 HIllsIDE DATA EVALUATION 
1616:19 DATA/BACKOROUND ANALYSIS 

p.e. 7 

Tmta for Homogem@ of V m h c u  

Coctumu C = Mu. VuhncdSum(\ruirnca) = .8561, P = .W1 (Appmx.) 
BUtka-BoxF 4.993.P= .026 
Maximum Vuiancc I Minimum Vuhncc 

16 Aug 92 881 HILUIDE DATA EVALUATION 
161619 DATAIBACKOROUND ANALYSIS 

5.951 

prsaaiIJgt.sL rsquircd .06 .bcood. mu timc; .00 d clymcd. 

-> NPAR TPSTS M-W-CONC BY SOURCIX0,l). 

lberc arc 199,616byta of mcmo~y waihblc. 
Tbc largat Contiguwr area Im 199,616byta. 

***** Worlrrpcc llban for 7127 QIK. for NPAR tab ***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:16:20 DATAIBACKOROUND ANALYSIS 

- - - - - Mrmn-WhhqU - Wilcox~n R d  S m  W Tat 

CQNC 
by SOURCE 

17.93 7 SOURCE= .00 
16.75 26 SOURCE = 1.00 - 

33 Total 

Enct comctedfortig 
U W 2 - T W P  2 2 - T d d P  
84.5 125.5 .7796 - 3 9 0  .77M 

16 Aug 92 881 HILTSIDE DATA EVALUATION 
161620 DATA/BACKGROUND ANALYSIS 



'IITLE *881 W I D E  DATA EVALUATION'. 
-> SUB'IIIZE 'DATAlBACKGROWND ANALYSIS'. 
-> INPUTPROORAM. 
-> 

n i a  comrrrmdwill rad 1 mnls fromcbcmo2.d.t 

vlri.blcRc&? salt Ead polmat 

DATA UST FILE = cbcm02.d.tl mRST 1-3 (A) a l N C  4-28 (10). 

m T 1 1 3 A 3  
CONC 1 4 28 FZS.10 

-> 
-> 
-> SmBIANKS=O. 
-> ENDrNPUTPRoaRAM. 
-> IEMPORARY. 
-> 
-> SETWIDTH40. 
-> DESC!RDTWSVARIABm=CONC 
-> tSTATISTICS=ALL 

IF (FIRST EQ 'N') SOURCE=l. 
IF (FIRST NE 'N) SOURCEEO. 

SELJ5CT IF (ERST EQ 'N'). 

>Waminp # 11003 
>?be new default cohmurrtylc Printing QMot be wd for this DmC!RDTWS, u) 

>there an too meny ltatirtia to print on One lincpcr whblc. old style 
>printing Will be wd instead. 

?bcrc ere 197,992bytss of memoly available. 
Ibc largeat conti- nra h.s 197,792byta. 

76 bytea of mcmory rcquirea for the DES- procedure. 
4 bytes have alrrsdy bsm scquired. 
72 bytw remainto be scquired. 
16 Aug 92 881 HILLSIDE DATA EVALUATION a 16:16:23 DATAIBACKGROUND ANALYSIS 

Number of valid observationa (listwiec) = 

Variable CQNC 

26.00 

M8Wl 332.462 
StdDcv 115.718 
Kurtosis 1.253 
Sk- -1.318 

M '  470.0000000 

v.lidokclMtioM- 26 

*e 423.000 

S.E. Man 22.694 
V a r h a  13390.738 

S.E. Skm .456 
Minimum 47.0000000 

SUm 8644.000 

S.E. Kua .887 

M i s r i o ~ . t i o l l l -  0 
16 Aug 92 881 HILLSIDE DATA EVAulATION 
1616% DATAIBACKeROUND ANALYSIS 

Page 11 

Receding task rrquired .10 d CPU h e ;  1.00 d chpsd. 

-> TEMPORARY. 
-> 
-> SETWIDTH+80. 
-> DES- V A R l A E L e s ~ C O "  
-> /STATISTICS=ALL 

SELECT IF (FIRST NE 'N). 

>W;uniaP# 11003 
>me new default cohmur-.tyle printkg cannot be wd for thin DEScRIpINEs, a8 

>there ere too m a y  ltatirtia to print 011 oachepcrwiablc. old *le 
>printing will be lusd irutad. 

There an 199.528 bvtm of memory avliLblc. 



76 byta of mwmy rcquhad for thc DESCRIPTZVES procedure. 
4bytcshavcllndybeul.oquirtd. 
72bytcsrcmsiatobe.oquirtd. 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
1616% DATAIBACKGROUND ANALYSIS 

Npmber of valid obmmmtion~ (lint~iae) = 

Viriablc CONC 

Maa 372.857 S.EMan 18.736 
S t d h  49.570 VuirncC 2457.143 
KUIIOS~E 5.008 S.E.KM 1.587 
Sk- 2.175 S.E. Skew .794 

Mmmwm 340.0000000 Range 14o.m 
Muirmrm 480.0000000 SUUl 261o.OoO 

valid O b C b  - 7 M i s r i 0 b w ~ -  0 

7.00 

. .  

16 Aug 92 881 HIUSIDE DATA EVALUATION 
1616:24 DATAIBACKGROUND ANALYSIS 

plsccdingt.dr nquid .os d C P u  thnc; .00 d ApKd. 

-> ONEWAY CONC BY SOURCE(0,l) 
-> /STATISTICS=AU, 

ONEWAY @lao mpirw 228 byta of memory. 

Tbem uc 199,616 bytg of msmo~y nnihblc. 
The lrugeat oontiguous area hsll198,456bytg. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
161625 DATAlBACKGROUND ANALYSIS 

Page 13 

Pngc 14 

Pngc 15 

Variable CO" 
Byvariable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARes RATIO PROB. 

BFlwEEN QROUPS 1 8999.6510 8999.6510 .7982 .3785 

WIT" 0Rom 31 349511.3187 11274.5587 

TOTAL 32 358510.9697 

STANDARD STANDARD 
0RoW COUNT MEAN DEVIATION ERROR 95PCTCONFlNTFORMBAN 

O I P O  7 372.8571 49.5696 18.7355 327.0132 TO 418.7011 
-1 26 332.4615 115.7184 22.6942 285.7219 TO 379.2012 

TOTAL 33 341.0303 105.8464 18.4255 303.4988 r0 378.5618 

FIXED EFFECTS MODEL 106.1817 18.4839 303.3322 To 378.7284 

RANDOM EFFECTS MODEL 18.4839 106.1706 TO 575.8900 

WARNING - BEIWEEN COMPONENTVARIANCE IS NEGATNE 
IT WAS REPIACED BY 0.0 IN COMPUTING ABOVE RANDOM EFFECTS MEASURES 



RANDOM EFPECTS MODEL - ESTIMATE OF BPrWEW COMPONENT VARIANCE -206.2416 a 
GROUP MINIMUM MAXIMUM 

- 0  34o.oooO 48o.oooO 
Orp 1 47.oooO 470.oooO 

TOTAL 47.oooO 48O.oooO 
16 Aug 92 881 H u l s l D E  DATA EVALUATION 
16:16:25 DATAIBACKGROUND ANALYSIS 

Page 16 

Testa for Homogeneity of Variancm 

cochraas c = Max. V ~ d S l m I ( v ~ )  = .8450, P = .002 (Approx.) 
Bartlctt-BoxF = 4 . 9 4 ,  P = .032 
Maximrnn Variance I h4iuimum Variance 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:16:25 DATAlBACKGROUND ANALYSIS 

5.450 
Page 17 

M i n g t a r l r  r e q u i d  .06 Lc4oldl mu h e ;  .oo Lc4oldl clapred. 

-> NPARTESTS M-WeCONC BY SOURCE(0,l). 

Tbert arc 199.616bylg of msmory available. 
Thc krgcst contipuoUr, m hur 199,616 byta. 

***** WorLspacc down for 7127 casea for NPAR tcsts ***** 

16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:16:27 DATAIBACKGROUND ANALYSIS 

- - - - - Maon-Whjb~~yU - WilCox~nRpak SUID W T a t  

CONC 
by SOURCE 

17.93 7 SOURCE .00 
16.75 26 SOURCE - 1.00 - 

33 TOM 

Exsa c0rrr;ctodfOrties 
U W 2-TdedP Z Z T d c d P  

84.5 175.5 .7796 -.ZS90 .7126 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:16:27 DATAIBACKGROUND ANALYSIS 
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TITLE '881 W I D E  DATA WALUATION". 
-> SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INpulPRoQRAM. 
-> DATA LIST PILE = cbSm03.d.tl FlRST 1-3 (A) CONC 4-28 (10). 

m R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> 
-> 
-> SETBLANKSxO. 
-> ENDlNPuTPRooRAM. 
-> TEMIPORARY. 
-> 
-> SETWlDTH=80. 
-> DES- VARIABLES=CONC 
-> BTATISTICSIALL 

IF (FIRST EQ 'N) SOURCE=l. 
IF (FIRST NE 'N') SOURCEPO. 

SELECT IF (FIRST EQ 'N'). 

>W+ I 11003 
>2ltcncwdbhuttmhnnwyleprimtirycamotbEuscd forthis DESCRDTVES, as 
>tbercut toommy M i a  to print on 00. heperwhblc. Old ltylc 
>priaillg will be uwd inrted. 

?bgt UE 197,992byta of man~y rvrilblc. 
?bc hrgen contiguolu M has 197.792byta. 

76 bytm of memory requid for &E DEScRlpTNEs pioosd~. 

72 byta &to be .oquirsd. 
16 Aug 92 881 HILUIDE DATA EVALUATION 
161629 DATABACKGROUND ANALYSIS 

4bytmhavcaLadyk.cquLrd. 

Variable CONC 

M- 235.000 S . E M a n  41.124 
StdDEV 209.690 Vuhncc 43970.000 
K-L 19.655 S.E.Km .887 
Skcwnma 4.335 S.E. Sksp, .456 
bngc 1030.000 Minimum 170.0000000 
McuiJnm 1200.0000000 SUUl 6110.000 

V d i d ~ b g v s t i ~ ~ ~ ~ -  26 W~&IV&OSIS- 0 
16 Aug 92 881 HILUIDE DATA EVALUATION 
161629 DATAlBACKGROUND ANALYSIS 
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e 

76 bytes of -oxy rsquLtd for the D E S C ” E S  procedure. 
4 bytea have .Irsdybeea rcquimd. 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1616:30 DATAAACKGROUND ANALYSIS 

72bytesrcrminbbcrcquimd. 

Number of valid obwvdom (bine) = 7.00 

V.risblc CONC 

M.sn 180.000 S.E. Mcan 8.729 
S t d h  23.094 VuiaDCc 533.333 
KWIOS~S 5.166 S.E.Kwt 1.587 
Skcaags 2.160 S.E. Skew .794 

Maximum 230.0000000 sum 1260.000 
RanBe 70.000 Minimum 160.0000000 

Valid obcnnti om- 7 Miniioknvations- 0 
16 Aug 92 881 U I D E  DATA EVALUATfON 
16:1630 DATADACKGROUND ANALYSIS 

prowditaak rsquirsd .os accQndnCw thnc; .00 d elaplcd. 

-> ONEWAY CONC BY soURcE(0,l) 
-> /STATISTICSPALL. 

ONEWAY problem requirm 228 bytm of manory. 

There arc 199,616bytg ofmcmay avdrhlc. 
”he lprgsst contiguous area haa 198,456 bytea. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1616:31 DATADACKGROUND ANALYSIS 

Variable CONC 
ByV.ri.bic SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARes 

BEIWEEN GROUPS 1 16683.3333 16683.3333 

WmXIN GROUPS 31 1102450.000 35562.9032 

TOTAL 32 1119133.333 

F%gc 22 

Pagc 24 

F 
RATIO PROB. 

A691 .4985 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95pCrrCONFINTIORMEAN 

Grpo 7 180.oooO 23.owO 8.7287 158.6417 TO 201.3583 
Grp 1 26 235.oooO 209.6902 41.1236 150.3043 TO 319.6957 

lWCAL 33 223.3333 187.0105 32.5543 157.0223 289.6444 

FIXED EFEecrs MODEL 188.5813 32.8278 156.3806 TO 290.2861 

RANDOM EFPECTS MODEL 32.8278 -193.7831 TO 640.4498 

WARSING - BEIWEEN CO-MVARIANCE IS NEGATIVE 
IT WAS REPLACED BY 0.0 IN COMPUTING ABOVE RANDOM EsFEcIs MEASURES 



RANDOM EFFEcrs MODEL - ESTIMATE OF B m  C O m m V A R I A N C E  -1711.6094 

GROUP MINIMUM MAXIMUM 

- 0  16o.oooo 23o.oooO 
Orp 1 170.oooO 1200.oooO 

TOTAL 16O.oooO 1200.oooO 
16 Aug 92 881 HILTSIDE DATA EVALUA7TON 
16:16:31 DATA/BACKGROUND ANALYSIS 

Tab for Hcmogeaeity of V- 

cochrrat c = Mu. vui.nctlsm(vuhoca) = .9880, P - .Ooo (Approx.) 
BUtlen-Box F .C 19.189. P = .Ooo 
Muimum V-ce I Minimum V-ce 82.444 

16 Aug 92 881 HIUSIDE DATA EVALUATION %e 26 
16:16:31 DATA/BACKGROUND ANALYSIS 

Prccedingtd requid .06 s c a d s  CPU timc; .00 & elqmcd. 

-> NPAR TESTS M-WpCONC BY SOURC&O,l). 

' Ibcrcsrt199,616bytsofm~.vailabJc.  
The largest contiguow area h.s 199.616byta. 

***** Workqmcc allows for 7127 CWI for NPAR tats ***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1616:32 DATA/BACKGROUND ANALYSIS 

- - - - ----VU - WilCox~nRd Sum W T- 

CQNC 
by SOURCE 

McanRanlr Cum 

14.36 7 SOURCE = .OO 
17.71 26 SOURCE = 1.00 - 

33 T d  

Exrt cofisctsd for ti- 
U W 2 - T d d P  Z 2 - T d d P  

72.5 100.5 .4238 -3655 .3868 

16 Aug 92 881 HILL9IDE DATA EVALUA7lON 
161632 DATAIBACKGROUND ANALYSIS 
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'ITTLE '881 HUSXDE DATA EVALUATION". 
-> SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPuTPRoaRAM. 
-> 

'Ibis comrrmndwfl rcd 1 rccoldI fromchsmol).dat 

vuhblc Roc smt Ehd Folrrmt 

DATA LIST FILE = chamoll.dat/ FIRST 1-3 (A) CONC 4-28 (10). 

F I R S T l 1 3 A 3  
CONC 1 4 28 FZs.10 

-> 
-> 
-> SFTBIANRS=O. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
-> 
-> SETWIDTH=SO. 

IF (FIRST EQ 'N') SOVRCE=l. 
IF (FIRST NE 'N') SOURCE=O. 

SELECT IF (FIRST Ep 'N'). 

-> DESCRIPTIVES VARUBIES=CONC 
-> ISTATISTICStALL 

>Warning# 11003 
>Thcnowdefauhoohrmn-rtylcprintingcannotbclusdforthisDES~,.s 
>there an too many rt.tltia to print on one h e  per variable. Old myle 
>printingwill b c d  M. 

There an 197,992 byim of memory available. 
RIC large& amrig110118 em hu 197,792bytg. 

76 byta of memory requid for thc DESCRIPTIVES procedure. 

72 bytcs d t o  bcrcquirrd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:1635 DATAIBACKGROUND ANALYSIS 

4bytesbvcllreadyborn.cquiral. 

Number of valid obecnntions (bhvk) = 

Variable CONC 

MCSlh 374.615 S.E .Mm 27.990 
S t d h  142.723 Vuianct 20369.846 
KWOS~S 3.239 S.E.&ut .887 
SkcarIlcss 1.127 S.E. Skow .456 

690.000 Minimum 140.0000000 
Maximum 830.0000000 SUm 9740.000 

valid 0- - 26 MLsiobtnnti O M -  0 

26.00 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1616:35 DATABACKGROUND ANALYSIS 

-E 29 

precSaiugp.k rqukcd .10 accond~ CPU time: 1.00.ccoadrckped. 

-> TEMPORARY. - > 
-> SFTWIDTH=BO. 

SELECT IF (FIRST NE 'N') . 
-> DESCRIPTIVES VARIABLES=CONC 
-> /STATISTICS~ALL 

>Warning # 11003 
>The now default cohmra-rtyle printing cannot bc used for this DESCRIPTIVES, u 
>thmc an too many W c s  to print on m e  iinc per variable. Old *le 
>printing Wil l  b c d  insted. 

Tbm an 199,528 bytg of memory available. 
The largeat wntiguora em bas 198,816 bm. 



76 bytm of memory requid for the DESCRlPlNB procsdm. 

72 bytm rCmaintobcaoquhrd. 
16 Aug 92 881 HILZSIDE DATA EVALUATION 
1616:36 DATADACKGROUND ANALYSIS 

4bytmhvcllreadybea.oquired. 

NIimbnofvllidabsmwmm . (Ibhti) = 7.00 

Variable CONC 

Matl 372.857 S.E. Man 18.736 
StdDcv 49.570 Vlrhna 2457.143 
KUnais 5.008 S.B. K e  1.587 
Skewmu 2.175 S.E. Skew .794 

Mmmurm 340.0000000 IlrngC 14O.OOO 
M '  480.0000000 S m  261o.Ooo 

V . t i d o ~ O n s -  7 MbriobuwWhu - 0  
16 Aug 92 881 HIlzsIbE DATA EVALUATION 
16:1636 DATABACKGROUND ANALYSIS 

. .  

prscedingtwk requid .05 ~ C P U  timc; .oo d c t s p e d .  

- > 
-> ISTATISTICS=AU. 

ONEWAY CONC BY SOURC40,l) 

ONEWAY p b h  m q u h  228 byta of msmory. 

lbrc am 199,616bytm of memory wailable. 
' b e  largest contiguous area ha6 198,456bytcl. 
16 Aug 92 881 HILZSIDE DATA EVALUATION 
16:16:37 DATABACKGROUND ANALYSIS 
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Variable CONC 
Byvariable SOURCE 

ANALYSIS OF VAIUANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

B E N "  GROUPS 1 17.04% 17.04% 

WITHIN OROUPS 31 523989.0110 16902.8713 

P 
RATIO PROB. 

.mi0 .9749 

TOTAL 32 524006.0606 

STANDARD STANDARD 
GROUP WUNT MEAN DEVIATION ERROR 95PCX'CO"FINTFORMEAN 

G q o  7 372.8571 49.56% 18.7355 327.0132 TO 418.7011 
G q l  26 374.6154 142.7230 27.9903 316.9683 TO 432.2624 

 TAL 33 374.2424 1 2 r . ~ s 6  ~2.2759 3z.8618 TO 419.6170 

FIXEDEFFE(XSM0DEL 130.0110 22.6320 328.0841 TO 420.4007 

RANDOM EFFECIS MODEL 22.6320 86.6755 TO 661.8094 

WARNING - BETWEEN CO-NENT VAIUANCE IS NEGATIVE 
IT WAS REPIACED BY 0.0 IN COMPUTING ABOVE RANDOM EFFECTS MEASURES 



RANDOM EFFECTS MODEL - ESTlMATE OF B E ”  <xIMpo”T VARIANCE -1530.8575 e 
GROUP MINIMUM MAXIMUM 

orpo 34o.oooO 48o.oooO 
Grp 1 14O.oooO 830.oooO 

TOTAL 14O.oooO 830.oooO 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:16:37 DATAIBACKGROUND ANALYSIS 

p.gc 34 

T& for Homogawity of Vuimcg 

Codman C = Max. VMSum(Vutnca) = 3924, P - .OOO (Appmx.) 
BUtl.a-Box F = 6.569, P = .011 
h4aximumVarianceIMinimumVuiuKa 8.290 

16 Aug 92 881 HIUSIDE DATA EVALUATION Page 35 
161637  DATAIBACKGROUND ANALYSIS 

Rsceahgtmok requid .08 accoada CPU time: .OO meamla elpad. 

-> NPARTESTS M-W=CONC BY SOURCE(0,l). 

?bere vc 199,616- of memory available. 
?be largeat contiguous UQ hsa 1 9 9 , 6 1 6 W .  

***** Workspace doan for 7127 c..o1 for NPAR tests ***** 

16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:16:39 DATAlBACKGROUND ANALYSIS 

- - - - - MuurwhitncyU - W i l ~ 0 ~ 0 n R d  S m  W Tat 

CONC 
by SOURCE 

MeanRmk Cua 

16.79 7 SOURCE = .OO 
17.06 26 SOURCE = 1.00 - 

33 Total 

EXacl Corrcctod for tics 
U W 2 - T d d P  2 2 - T d d P  

89.5 117.5 . W 5  -.W .W70 

16 Aug 92 88 1 HILTSIDE DATA EVALUATION 
16:16:39 DATAlBACKGROUND ANALYSIS 
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TlTLE '881 HIllSIDE DATA EVALUATION', 
- > SUBlTLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROORAM. 
-> 

'Ihir oomrrmdwill rad 1 lccoldn fromchemo5.dat 

V u h b l c R s o  stat Ead pormrt 

DATA LJST PILE c b ~ O 5 h t I  FXRST 1-3 (A) CONC 4-28 (10). 

F I R S T 1 1 3 A 3  
CONC 1 4 28 FZS.10 

-> IF (FZRST EQ 'N') souRcE=l. 
-> IF (PIRSTNE 'N') SOURCE=O. 
-> SEl'BUNKS=O. 
-> ENDINPUTPRWIUM. 
-> TEM#IRARY. 
-> 
-> SEl'wIDTH=SO. 
-> DES- VARUBLES~CONC 

SELECT IP W T  EQ 'N'). 

- > I s n m s n c s  =ALL 

Them .IC 197,992 bytm of meawry nrdhbk. 
The largeat Contiyoua uca bu 197,792 bytea. 

76 bytea of -oxy q u i d  for tbe DESCRIPTNES promdun. 

72 bytg d t o  be.cquired. 
16 Aug 92 8 8 1  HIUIDE DATA EVALUATION 
161641 DATAlBACKGROUND ANALYSIS 

4bytes bavcalrrdybua.. 

Number of VJid OktMtiOns (bhviae) = 

Variable CONC 

Man 358.462 S.EMan 3 .593  
StdDcv 125.402 V.rhnrr 15725.538 
Kurtais 3.182 S.E.Krut .887 
Skewma .a5  S.E. Skew .456 

Maximum 750.0000000 S W  9320.000 

26.00 

h e  630.000 MiLljmum 120.0000000 

valid ob#mv&?u - 26 MiMiagobaerv.tiolu- 0 
16 Aug 92 881 HIUIDE DATA EVALUATION 
16:16:41 DATABACKGROUND ANALYSIS 
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> W e t  11003 
>"he new default c o h 4 y l e  p h h g  amnot bc used for this DESCRIPTZVES, aa 
>them arc too many ltatistia to print 011 one line pcr variable. old Style 
>printing will bc UJCd M. 



4bytghavcdn?ady~acquired.  
72 byres &to btacquired. 
16 Aug 92 881 HIllsIDE DATA EVALUATION 
16:1642 DATABACKGROUND ANALYSIS 

Nlrmbcr of valid o m  (Ibtwisc) = 

Variable CONC 

7.00 

MeUr 372.857 S.E. Mcrn 18.736 
SkiDcv 49.570 VuiaDcc 2457.143 
KUI~OO~B 5.008 S.E. Kurt 1.587 
Skownmn 2.175 S.E. Skew .794 
Range 14O.OOO Minimum 340.0000000 
Mnximum 480.0000000 Sum 2610.m 

V l l i d o ~ o n s -  7 Misliiob8mahn - 0  
16 Aug 92 881 HIllsIDE DATA EVALUATION 
16:16:42 DATABACKGROUND ANALYSIS 

Proceding~ lxquid .os Icco0d.m timc; .oo Icco0d. elap.ea. 

-> ONEWAY CONC BY SOURC&O,l) 
-> ~STATISTICSPALL 

ONEWAY problem r c q u i ~ ~  228 byta of mauory. 

Them arc 199,616bytg of memory available. 
The krgwt contiguous m a  har 198,456 bytm. 
16 Aug 92 881 HILZSIDE DATA EVALUATION a 16:1644 DATABACKGROUND ANALYSIS 

Variable CONC 
ByVyiable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BETWEEN GROUPS 1 1142.9237 1142.9237 

WIT" GROUPS 31 407881.3187 13157.4619 

TVTAL 32 409024.2424 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 

Page 41 
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F 
RATIO PROB. 

,0869 .7702 

95 FCT CONFINTFORMEAN 

Grpo 7 372.8571 49.56% 18.7355 327.0132 '10 418.7011 
Grpl 26 358.4615 125.4015 24.5933 307.8108 TO 409.1123 

ToTAL 33 361.5152 113.0575 19,6808 321.4267 To 401.6036 

FEW EFFECTS MODEL 114.7060 19.9677 320.7907 X, 402.23% 

RANDOM EFFECTS MODEL 19.9677 107.8009 To 615.2294 

WARNING - BETWEEN CDMPONpSr VARIANCE IS NEGATlVE 
IT WAS REPUCED BY 0.0 IN COh%PIJ"G ABOVE RANDOM EFPECTS MEASURES 



RANDOM EPPECTS MODEL - ESTIMATE OF BETWEN COMPONWTVARTANCE -10892301 

GROUP MINIhrRlM MAXIMUM 

GTpo 34o.oooO 48o.oooo 
Orp 1 12O.oooO 750.oooO 

TOTAL 12O.oooO 750.oooO 
16 Aug 92 881 W I D E  DATA EVALUATION 
16:16:44 DATAIBACKffROUND ANALYSIS 

Page 43 

Tsrts for Hanogady of Vvhnar 

cochnns C = Mu. V ~ S a u n ( V u k c u ~ )  = 3649, P = .001 (Apjmx.) 
Burlect-Bo~ F P 5.329, P = .021 
Maximum Vui.acc I Minimum V-a 6.400 

16 Aug 92 881 HIllsIDE DATA EVALUATION Page 44 
16:16:44 DATAIBACKGROUND ANALYSIS 

~iUgt . ILrcqukd .06dcPUt imc;  2 . o o ~ o h p e d .  

-> NPAR TESTS M-W-CONC BY SOURCE(0,l). 

Then am 199,616 byta of memory available. 
The k g a t  ooatiguour arm hu 199,616byta. 

***** Worbpce. LUOM for 7127 - for NPAR tatr ***** 

16 Aug 92 881 HlLISIDE DATA EVALUATION 
16:16:44 DATNBACKGROUND ANALYSIS 

- - - - - Manu-Wbit~~eyU - WilcoXonR.llk SUID W Tat 

CONC 
by SOURCE 

17.43 7 SOURCE- 
16.88 26 SOURCE = 1.00 - 

33 Totd 

Exact corrsasd for ties 
U W 2 - T d d P  Z 2 - T d d P  

88.0 122.0 .9143 -.1327 A944 

16 Aug 92 881 HaLSIDE DATA EVALUATION 
16:16:44 DATAJBACKGROUND ANALYSIS 

Page 45 

-> 



TITLE '881 HIllsIDE DATA EVALUATION'. 
-> SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA LIST FILE = chcm06.d.tI FIRST 1-3 (A) CONC 4-28 (10). 

Thio command will read 1 recoda fromchcm06.dat 

m R s T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> IF(FIRSTEQ'N')SOURCE==l. 
- > IF (FIRST NE 'N') SOURCE=O. 
-> SETBIANKS=O. 
-> ENDxNPmPRooRAM. 
-> TEMFORARY. 
-> 
-> SETWIDTH=80. 
-> DESCRIPTNES VARLULES==CONC 

SELECT IF (EIRST EQ 'N'). 

- > ISTATISTICS=ALL 

>Warning I 11003 
>The new default wluuuielephting cmnuot be d for this DES-. M 
>there WE too many BaIliaia to print an one line per vuiablc. old style 
>priuting will be ured instad. 

Thm WE 197,992bytg of memory available. 
The lagcat co~tiguoua area hu 1 9 7 , 7 9 2 W .  

76 bym of memory requid for the DES- prucedm. 
4 bytea have already bcar .cquirtd. 
72 bytm rcmainto bescquircd. 
16 Aug 92 881 HIllsIDE DATA WALUAllON 
16:1648 DATAiBACKGROUND ANALYSIS 

Number of valid 0brcrV.ti0lu (lishviae) = 

variable CONC 

MC8ll 368.462 S.E. Maa 22.741 
SaDcv 115.955 V-ce 13445.538 
Kurtorir 8.049 S.EK- . a7  
Skewmum 2.113 S.E. Skew A56 
h g c  630.000 Minimum 180.0000000 
Maximrmr 810.0000000 SUm 9580.000 

Validobacwatiool- 26 Mkiigobrenntioas - 0  
16 Aug 92 881 HfLzsIDE DATA EVALUATION 
1616:48 DATAiBACKGROUND ANALYSIS 

26.00 

mgc 47 

prscbaingtask requid .12 .ecwd.cPutimc; 1.00sccondnohpal. 

-> TEMPORARY. - > 
-> SErWIDTH=80. 
-> DESCRIPTNES VARXABLES=CONC 
-> lSTATISTICS=ALL 

SELECT IF (FIRST NE 'N'). 

>Waning# 11003 
>The new default oolumn-sly1e printing cannot be 4 for this DES-, M 
>there WE too many statistia to print on one line per variable. Old style 
>printing will be lMcd instcad. 

Thm are 199.528 bytea of memory avlikblt. 
The krgcat wnripunu, area hu 198,816byta.. 



76 byta of mcmoIy rsquircd for tbc DEScRIpIlvEs pmcaiurc. 
4 byta have M y  been .oquted. 
72 bytea rcmrriDto bc.cquirtd. 
16 Aug 92 881 HILLSlDE DATA EVALUATION 
16:1648 DATAIBACKGROUND ANALYSIS 

Mean 372.851 S.E. Mean 18.736 
StdDcv 49.570 V.riarrrr 2457.143 
Kuctosis 5.008 S.E. K W  1.587 
Skcwnas 2.115 S.E. Skew .794 

140.OOO Minhnum 340.0000000 
Muimum 480.0000000 SUlll 2610.000 

v8lidobscrv.tions- 7 M b s i 0 b r s r V a t i ~ -  0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:16:48 DATAJBAMGROUND ANALYSIS 

Prcccdiitd rsquircd .05 d CPU timC; .OO d d u p s e d .  

-> ONEWAY CONC BY SOURw0,l) 
-> ISTATISTICS=ALL 

ONEWAY problem rcquiru 228 byta of memory. 

?bcn are 199,616byta of memoly avliLbk. 
"he large% contiguom um hu 198.456byta. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
161649 DATAIBACKGROUND ANALYSIS 
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P y c  50 

Vuiablc CONC 
ByV.riable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARE3 SQUARE3 RATIO PROB. 

BEIWEW GROUPS 1 106.5601 106.5601 .0094 3233 

"IN GROUPS 31 350881.3187 11318.7522 

TOTAL 32 350987.8788 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 9 5 P C T C O W I N T F o R W  

0 0  7 372.85711 49.56% 18.7355 327.0132 To 418.7011 
Orp I 26 368.4615 115.9549 22.7406 321.6263 TO 415.2967 

TOTAL 33 369.3939 104.7300 18.2312 332.2583 TO 406.52% 

pD(ED EFpEcrs MODEL 106.38% 18.5201 331.6220 TO 407.1658 

RANDOM EFFECIS MODEL 18.5201 134.0744 TO 604.7135 

WARNING - B m  COmNBUVANANCE IS "INE 
IT WAS REPIACED BY 0.0 IN COMPUTING ABOVE RANDOM EFFEcrs MEASURE3 



RANDOM EFFECTS MODEL - ESTIMATE OF BFIWEW COMpo"TVARIANCE -1016.4899 0 
GROUP MtNIMUM MAXIMUM 

Grpo 34o.oooo 48o.oooo 
Grp 1 18O.ooOo 81O.ooOo 

IDTAL 180.oooO 81O.ooOo 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:16:49 DATAlBACKGROUND ANALYSIS 

Page 52 

Tests for H o m o g c n ~  of Varknca 

l3ciuaM c = Max. v*sum(v-M) .8455, P - .001 (Approx.) 
B d U t - h x  F z= 4.612, P = .032 
Meximum variance I Minimum v.rianct 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
5.472 

psgc 53 
16:16:49 DATADACKGROUND ANALYSIS 

PrcccdingpsL rquired .07 d CPU timC; .00 d dapcd. 

-> NPAR TESTS M-W-CONC BY SOURca(0,l). 

Ihm arc 199,616 byte6 of memory nnilablc. 
"he largeat contiguow ma hu 199,616byter. 

***** Workspacc Jlocvs for 7127 -ea for NPAR tats ***** 

16 Aug 92 881 HILISIDE DATA EVALUATION 
161650 DATAlBACKGROUND ANALYSIS 

- - - - - m W h h q U  - Wil~0~0nRanlr SW W list 

CONC 
by SOURCE 

MtanRank CWS 

17.43 7 SOURCE = .OO 
16.88 26 SOURCE = 1.00 - 

33 Total 

Exact Corrected for tien 
U W 2-T&dP Z 2 - T d d P  

88.0 122.0 .9143 -.1330 A942 

16 Aug 92 881 HILISIDE DATA EVALUATION 
161650 DATABACKGROUND ANALYSIS 
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TITLE '881 HIUIDE DATA EVALUATION'. 
- > SUBTITLE 'DATABACKGROUND ANALYSIS'. 
-> JNPWTPROGRAM. 
-> 

'Ibis d will rad 1 roconls from chauO7.dnt 

VuiablcBOc S M  Ead Format 

DATA UST FILE chcm07.datl FlRsT 1-3 (A) CONC 4-28 (10). 

F T R S T 1 1 3 A 3  
CO" 1 4 28 F25.10 

-> 
-> 
-> SmBUNKS=O. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
- > 
-> SETWIDTH=80. 
-> D~CRIPTIVESVARLABXES-CONC 

IF (mRsT EQ IN') SOURCE=l. 
IF P T  NE 'N') SOLJRCE=O. 

SELECT IF (FIRST EQ 'N'). 

-> /STATISTICS=ALL 

>Warning# 11003 
> I b e n c w d e f a u l t c o ~ l e p r i a t b g a n n o t b c d  forthi8 DESCRIPTIVES, M 
>&re Ivc too many mti.tia to print on one h e  psr variable. old ayk 
>printing will bc ustd inrtad. 

There arc 197,992byla of manoy nnikblc. 
I b e  largeat colltiguou M. has 1 9 7 , 7 9 2 W .  

76 bytes of manoy requid for the DES- procedllrc. 
4bytsstuvealrrdybecn.cqutad. 
72-  d t o  bc .cquired. 
16 Aug 92 881 HIUIDE DATA EVALUATION 
16:1653 DATNBACKGROUND ANALYSIS 

Nlnnbcr of valid obscrvatiom (Wm) L 

Variable. CONC 

MsOn 32o.on S.E. Man 20.435 
S t d h  104.201 Vuiaucc 10857.754 
KUltOlIis .223 S.E.KW 3 8 7  
S k m m  -307 S.E. Skew .456 
Range 388.000 Miaimum 82.0000000 
Maximum 470.0000000 Slnn 8322.000 

Vllidobscrvsti~lu- 26 Whg~bscnntions- 0 
16 Aug 92 881 HIUIDE DATA EVALUATION 
16:16:53 DATNBACKGROUND ANALYSIS 

26.00 

hF 57 

>Warning # 11003 
> f i e  new default column-styleprintiug cannot bc d for this DESCRIPTNES, u 
>there .IC too m a y  statirtia to print OD one line per variable. Old wle 
>pria* will be wd instad. 

?here arc 159,528 bytM of memory available. 
?bc krgwt contiguou M. hu 198,816bylcr. 



76 byta of mcmory requid for the DESCRIPTNES procrdurc. 
4 bytea have alresdy been ucquirrd. 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
161654 DATAlBACKGROUND ANALYSIS 

72bytaremaintobcrcquirrd. 

NUmbcrofvrlidobcrvrtlons . ( h k C ) p  7.00 

Variable W N C  

M W  372.857 S.E. Mcaa 18.736 
StdDcv 49.570 Vuhncc 2457.143 
K-is 5.008 S.E.Kurt 1.587 
Skcwnas 2.175 S.E. Skew ,794 
Range 14O.OOO Miahnum 340.0000000 
Muim\an 480.0000000 SUm 261o.ooo 

Vllidobaervati~- 7 Miuiobcrv.tions- 0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:16:54 DATAIBACKGROUND ANALYSIS 

prscsd*ta6k rrquirrd .06 KooDds CPU time; .00 ciccomb el?pacd. 

-> ONEWAY CONCBY SOURcE(O.1) 
-> /STATISTICS-AU. 

ONEWAY problem quirea 228 byta of memory. 

l'hcrt em 199,616 bytea of memory avlihblc. 
The krgcst contiguous am8 hu 198,456 bytss. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:16:55 DATAIBACKGROUND ANALYSIS 

Variabk CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BETWEEN GROUPS 1 15363.8422 15363.8422 

WITHIN GROUPS 31 286186.7033 9231.8291 

TOTAL 32 301550.5455 

STANDARD STANDARD 
GROUP WUNT MEAN DEVIATION ERROR 
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F 
RATIO PROB. 

1.6642 .2066 

95 PCT CONFINT FOR MEAN 

Grpo 7 372.8571 49.5696 18.7355 327.0132 TO 418.7011 
Grp 1 26 320.0769 104.2005 20.4354 277.9894 TO 362.1644 

TOTAL 33 331.2727 97.0745 16.8985 296.8516 TO 365.6938 

FLXEDEFFECTSMODEL 96.0824 16.7258 297.1602 TO 365.3852 

RATiDOM EFFECTS MODEL 25.4923 7.3623 ID 655.1832 

RANDOM EFFECTS MODEL - ESTIMATe OF BETWEEN C O h f P O ~  VARIANCE 555.9243 



Grpo 34o.oooo 48o.oooo 
Grpl 82.oooO 470.oooO 

TOTAL 82.oooO 48O.oooO 
16 Aug 92 881 HILISIDE DATA EVAJXATION 
161655 DATAIBACKGROUND ANALYSIS 

Page 61 

I- for Homoewcity of Vvhnces 

cochnns C = Mu. VUi.ncJSum(Vuiancu) = .8155, P = .005 (Appmx.) 
Butlco-BoxF - 3.684. P = .OS5 
Maximrmr VuiSna I Minimum Vuinacc 

16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:1655 DATABACKGROUND ANALYSIS 

4.419 
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p l c a d i o u k  rcquimi .06 IbQoDd. CPU time: .OO IbQoDd. cl.pwa. 

-> NPAR TESTS M-W-CONC BY SOURCE(0,l). 

'Ibtrc uc 199,616 bytcd of mw01y waihble. 
l a e h r g g t c m t i g w m ~ h a n  199.616byta. 

***** Workqmw d o w a  for 7127 - for NPAR t a t 8  ***** 

16 Aug 92 881 HILISIDE DATA EVALUATION 
. 16:16:57 DATABACKGROUND ANALYSIS 

- - - -  - M.no-whitncyU - Wilcvxon Rmk Sum W Teat 

CONC 
by SOURCE 

M e a a R d  Cua 

18.93 7 SOURCE - .00 
16.48 26 SOURCE = 1.00 - 

33 T d  

Exact Corrected for tia 
U W 2 - T d d P  Z 2 - T d d P  

77.5 132.5 S603 4 0 4 3  .5456 

16 Aug 92 881 HILISIDE DATA EVALUATION 
1616:57 DATAIBACKGROUND ANALYSIS 

proccdigta&roquired.O4recoldrCPUtimc; . O O d o h p e d .  

-> 



TITLE '881 HIUSIDE DATA EVALUATION'. 
- > SUBTITLE 'DATABACKOROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

Thb cxnnamdwill d 1 rsco~fromchwo8.dat 

DATA LIST FILB ~hcmo8.datl FIRST 1-3 (A) CONC 4-28 (10). 

Variable Roc Smt m Formal 

m R S T 1 1 3  A3 
CONC 1 4 28 F25.10 

-> IF (FIRST EQ 'N) SOlJRCE-=l. 
-> 
-> SETBIANKS=O. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
- > 
-> SET\KIDTH=80. 

IF (FIRST NE IN') SOURCE-0. 

SELECT IF (FIRST EQ 'N'). 

-> DESCRIPTNES VARUBLES=cONC 
-> ISTATISTICS=ALL 

>WUning# 11003 
>'lbcnnv dcfaultcolumn-ayleprinbbg cannot be wed for this DES-, M 
>them arc too many stati.tia to print on one line per variable. Old style 
>printing will be Iwd inst.sd. 

Them arc 197,992 bytes of msmory wailable. 
The iargeot contiguous ~IWI has 197.792 byta. 

76 bytes of mwoxy required for the DESCRIPTNES procedure. 

72 bytea remain to beacquircd. 
16 Aug 92 881 HILTSIDE DATA EVALUATION 
16:16:59 DATAlBACICGROUND ANALYSIS 

4bytah.vcalnsdybtmacquirrd. 

Number of valid obrvations (Wi) - 26.00 

Variable CONC 

M- 361.538 S.E.Mcan 23.156 
SrdDev 118.074 Vyhacc  13941.538 
K w i s  3.656 S.E.KW .887 
Skewness .884 S.E. Skew .456 
Range 620.000 Minimrnn 120.0000000 
Maximum 740.0000000 SUUI 94w.000 

Validobacrvations- 26 Miw.ingobwatio~- 0 
16 Aug 92 881 HIUSJDE DATA EVAJJJATION 
16:16:59 DATABACKGROUND ANALYSIS 

>Warning# 11003 
>The new default column4yleprhting cannot be wed for this DBSCRIPTNBS, M 
>there arc too many ltstintica to print on one line per variable. Old style 
>prill* will be used inrtad. 

There arc 199,528 bytes of memory available. 
The largeat contiguous area has 198,816byta. 



76 bytes of memory rspuirrd for the DESCRIPTIVES procedure. 
4 bytesh.vc alndybeca .cquirrd. 
72bytcsrcmaintobcucquirod. 
16 Aug 92 881 W I D E  DATA WALUATION 
16:17:OO DATAIBACKGROUND ANALYSIS 

Numberofdid- . (lidwikc) = 7.00 

Variabk CONC 

McSn 371.857 S.E. Mcan 18.736 
SrdDcv 49.570 Variance 2457.143 
K u ~ s i s  5.008 S.E. Kwt 1.587 
Sksaaua 2.175 S.E. Skew -794 

14O.OOO Minimtrm 340.0000000 
M ' 480.0000000 SUm 261o.Ooo 

Valid obwlvai O M -  7 Mh.iobmv&km - 0  
16 Aug 92 881 HulsIDE DATA WALUATION 
1 6  17:OO DATAIBACKGROUND ANALYSIS 

Prcculingtuk requifid.06 Eccor&cw rimc; .OOlccodBshplaa. 

-> ONEWAY CONC BY SOURCE(O.1) 
-> /STATISTICS=AU- 

ONJWAY pmblw r q u h  228 bytea of memory. 

Then arc 199,616 byta of memory available. 
The k p t  contiguous area hu 198,456bytg. 
16 Aug 92 881 H I U I D E  DATA EVALUATION 
16:17:OO DATAlBACXGROUND ANALYSIS 
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Vuhblc CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

B E "  OROUPS 1 706.5601 706.5601 .0603 .SO77 

WIT" 0ROm 31 363281.3187 11718.7522 

TOTAL 32 363987.8788 

STANDARD STANDARD 
GROUP COUNT MEAN DEWAlTON ERROR 95PCXCONFINTpORMEAN 

OrPo 7 372.8571 49.5696 18.7355 327.0132 TO 418.7011 
Orp 1 26 361.5385 118.0743 23.1563 313.8472 10 409.2297 

TOTAL 33 363.9394 106.6519 18.5657 326.1223 To 401.7565 

HXEDEFFECISMODEL 108.2532 18.8445 325.5059 'ID 402.3729 

RANDOM EFFEcrs MODEL 18.8445 124.4979 TO 603.3809 

WARNING - BETWEEN COMPONENT VARIANCE IS NWAlTVE 
IT WAS RepIAcED BY 0.0 IN COMPUTING ABOVE RANDOM EFFECXS MEASURES 



RANDOM EFFECIX MODEL - PSTIMATE OF B m  COMPONENT VARLANCE -998.3581 0 
GROUP h4MMIJM MAXMUM 

Grpo 34o.m 4 8 o . m  
Grpl  12o.oooo 7 4 0 . m  

TOTAL 120.oooO 740.oooO 
16 Aug 92 881 -DE DATA EVALUAnON 
1617:OO DATABACKGROUND ANALYSIS 

Page 70 

Tc& for Homogsncity of Vuimcea 

Cochnns C = Max. V*Sum(Vuhnoa) = .8502, P = .OO1 (Appmx.) 

hximum Vukncc I Miaim\nn VViaace 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:00 DATABACKGROUND ANALYSIS 

BartleCt-Box F 4.775, P = .029 
5.674 

Page 71 

prerrdit.sk lquimd .06 d C P U  tiuw .OOlsooadr ehpul. 

-> NPAR TESTS M-W=CONC BY SOURC&O.l). 

Thee .IC 199,616bytm of ~ ~ m o y  wailable. 
?he largat contiguouS arm 199,616bytm. 

***** Workspace down for 7127 caw for NPAR tmta *e*** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:02 DATABACKGROUND ANALYSIS 

- - - - - Ulmn-WbjtavU - W~~COXOD RanL S U ~  W Teat 

CONC 
by SOURCE 

Mca~tRank c.la 

17.36 7 SOURCE= .OO 
16.90 26 SOURCE = 1.00 - 

33 Total 

Euct Corrsasd for tiea 
U W 2 - T W P  Z Z-TddP 

80.5 121.5 .9143 -.1109 .9117 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1617:02 DATABACKGROUND ANALYSIS 

p.et 73 



TITLE '881 HILLSIDE DATA EVALUATION'. 
-> SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPuTPRoGRAh4. 
-> 

'Ihk comamnd will rod 1 ruwld8 from cbcmO9.dat 

VuhMCRecSmt Epd porrmt 

DATA LIST PILE = cbcmO9.d.tl FIRST 1-3 (A) CONC 4-28 (10). 

F I R S T 1 1 3 A 3  
CONC 1 4 28 FLs.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IP (FIRST EQ 'N') SOURCE=l. 
IF (FIRST NE 'N') SOURCE-0. 
SET BLANKS=O. 
ENDINPUTPROORAM. 
lEMpoRARY. 
SELECT IP (FIRST EQ 'N'). 
SET WIDlH=80. 
DESCRIPTNES VARUBLES=CONC 

ISTAlTSTECS -ALL 

>W-# 11003 
>The new d e h u l t c D h m u r s t y l c ~  curnot be d for this DESCRIPTNES, .I 
>tllcrcw too many smtistica to print OD one line pcr wi.bb. old .cyle 
>pJiMiogwillbcvlsdinrtad. 

There arc 197,992 byea of memory nnihblc. 
The kgat  coatiyolu M hr 197,792 bytm. 

76 byta of memory requid for the DESCIWIWES procedure. 
4 byta h v c  already bsm .cquirod. 

16 Aug 92 881 HILLSIDE DATA EVALUAlTON 
16:17:06 DATAIBACKGROWND ANALYSIS 

7 2 b y t r a d t o b c . c q u i r o d .  

Numbu of valid ( i i ~ ~ ~ i w )  .L 26.00 

Vu&k CO" 

Mcln 375.385 S.E Mean 27.720 
S t d b  141.343 vuhecc i 9 9 n . m  
Kurtonk 1.929 S.E.Kwt A87 
Skcamerr 537 S.E. Skew A56 
Rnngc 670.000 Minhnum 120.0000000 
Msximnn 790.0000000 Strm 9760.000 

ValidoLmcdOlu- 26 M i n i o b t r v a -  0 
16 Aug 92 881 HILLSIDE DATA EVAuTAlTON 
16:17* DATAIBACKGROUND ANALYSIS 
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pyc 75 

Prccdngtuli requid .ll d c p u  timc; 1.00 .cooolllehpod. 

-> TEMPORARY. 
-> SELECTIF(FIRSTNE'N'). 
-> SpTWID'I?I~80. 
-> DESCRIPTNES VAMABLES-CO" 
-> ISTAIISlTCS=ALL 

There arc 199,528 byea of rneuuny mmihbk. 
The larget contiguou M har 198.816byta. 



76 bytea of memory quid for the DESCRIPTIVES proadun. 
4 bytea have llrrady bem 8cquired. 
72bytssrwaiatobcacquirrd. 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:17:07 DATABACKGROUND ANALYSIS 

Numbcr of valid okenntiolu (limwk) = 

Variable CONC 

7.00 

Mean 372.857 S.E. Mean 18.736 
S t d h  49.570 Vluialln 2457.143 
KUI~OS~E 5.008 S.E.Kutt 1.587 
Skewnw 2.175 S.E. Skew .794 
h g e  14o.Ooo hhilllum 340.0000000 
Maximum 480.0000000 SUm 261o.OOo 

Validobacrvation~- 7 Missigob.clvations- 0 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:17:07 DATABACKGROUND ANALYSIS 

Receding tmk quid .OS d CPU timC; 1.00 8cends elapsed. 

-> ONEWAY CONC BY SOURcE(0,l) 
-> ISTATISTICS=ALL 

ONEWAY p m b h  rupk 228 bytg of mmory. 

There arc 199,616bytg of memory available. 
The large& contiguous area has 198,456 bytes. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16 1207 DATAIBACKGROUND ANALYSIS 

Variable CONC 
Byvariable SOURCE 

ANALYSIS OF VAIUANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BFIWEEN GROUPS 1 35.2314 35.2314 

'WIT" GROUPS 31 514189.0110 16586.7423 

TOTAL 32 514224.2424 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 
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F 
RATIO PROB. 

.0021 .%35 

95 PCT CONF INT FDR MEAN 

- 0  7 372.8571 49.5696 18.7355 327.0132 To 418.7011 
Grgl 26 375.3846 141.3430 27.71% 318.2949 TO 432.4743 

TOTAL 33 374.8485 126.7656 22.0671 329.8994 TO 419.7976 

FIXED EFFECTS MODEL 128.7895 22.4194 329.1239 To 420.5731 

RANDOM EFFECrrs MODEL 22.4194 89.9834 TO 659.1136 

WARNIN0 - BFIWEEN COMPONWT VARIANCE IS NEGATNE 
IT WAS REPLKED BY 0.0 IN COMPUTING ABOVE RANDOM EFFZCTS MEASURES 



RANDOM MODEL - ESTIMATE OF BETWEEN m m m  VARIANCE -1500.5491 

Grpo 34o.oooo 48o.oooo 
Grpl 120.oooo 7 9 0 . m  

TOTAL 120.oooO 790.oooO 
16 Aug 92 881 HILTSIDE DATA EVALUAlTON 
16:17:07 DATAAACKOROUND ANALYSIS 
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Tgts for Ham~- of Vuiuma 

cochnrns C = Mu. VuhncJSlrm(vUi.nas) = .8905. P = .OOO (Appmx.) 
---BOX F = 6.474, P = .011 
hhximum V-ce 1 Minimum V-ce 

16 Aug 92 881 H I U I D E  DATA EVALUA'ITON 
16:1207 DATABACKGROUND ANALYSIS 

8.131 
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prcccdituk requid .07 scunda CW thnc; .00 LtooDdl ckpsed. 

-> NPAR TESTS M-W-CONC BY SOURCE(0,l). 

'Ihm arc 199.616bytcs of memoiy .vlihblc. 
The kgesr wntiguaur uea bas 199,616 byta. 

***** Worknpacc . u g p l 8  for 7127 cua for NPAR team ***** 

16 Aug 92 881 HIUSIDE DATA EVALUAlTON 
16:17:09 DATA/BACKGROUND ANALYSIS 

- - - - - - WilcoxoaRauk Sum W Tat 

CONC 
by SOURCE 

MeanRank Cam 

15.57 7 SOURCE= -00 
17.38 26 SOURCE = 1.00 - 

33 Total 

Exact correacd for tia 
U W 2-T.iledP Z 2-T.iled P 

81.0 109.0 .6823 -.4424 . a 8 2  

16 Aug 92 881 H I U I D E  DATA EVALUAlTON 
1617:W DATAlBACKGROUND ANALYSIS 
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-881 HILlsIDE DATA EVALUATION". 
- > SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

~ ~ W i l l ~ 1 r r c a d . f ~ C h s m l O . d a t  

DATA LIST PILE = chamlO.d.tl FIRST 1-3 (A) CONC 4-28 (10). 

F I R S T 1 1 3 A 3  
CONC 1 4 28 p25.10 

-> IF (FXRST EQ 'N') SOURCE=l. 
-> IF (FIRSTNE 'N') SOURCE=O. 
-> SETBIANKS=O. 
-> ENDINPUTPROORAM. 
-> TEMPORARY. 
-> 
-> SETwIDTH=80. 
-> DEScRIpINEs VARIABLES-CONC 
-> /STATISTICS=ALL 

>Warnkg # 11003 
>'Ibcwa, defnultcohrmMtylsprinting a n n o t b e d  for this DESCRIPINES, ma 

SELECT IF (FIRST EQ 'N). 

>there .rc too many .tatistics to print OD m e  linc pat varinble. old *le 
>pkt i l lgWi l l  beuwdiontmd. 

?here ut. 197.992 bytm of mcmoIy nvnilnblc. 
The went contipou M hu 197.792 bytg. 

76 bytea of manory rrquired for the DESCRIPTNES procedure. 
4byreshnvcalresdybcco noquirsd. 
72 byea &to be ncquircd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:11 DATA/BACKGROUND ANALYSIS 

Number of vnlid 0- (Wire) = 

Vnrinble CONC 

MCUl 332.280 S.E.Man 25.381 
Std Dw 126.905 VuiSna 16104.877 
Kurtolis 1.301 S.E.Krut .902 
S k e m a  -1.484 S.E. Skew .464 

Maximum 470.0000000 Sum 8307.000 

Vnlidobcrvatiolll- 25 ~ i o k c r v a t i o a s -  0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:11 DATABACKGROUND ANALYSIS 

25.00 

Range 427.000 Minimum 43.0000000 

Pngc 83 

PrscedhgtMk rrquired .11& cw timc; .00 &elpsd. 

-> TEMPORARY. - > 
-> SETWIDTH=SO. 
-> DESCRPTWES VARuBLes=CONC 
-> /STATISTICS=AU- 

SELECT IF (FIRST NE 'N'). 

>wruning # 11003 
>The new defiult column-style Printing umnot be wd for rhis DES-, M 

There uc 199,528 bytm of msmory nvailnble. 
The lnrgent contiguous M hu 198,816 bytea. 



76 bytee of maDoy mpid for the DESCRIPTNES procedure. 
4 bytea have l l rady b r a  aquird. 

16 Aug 92 881 HILTSIDE DATA WAuIAnON 
16:17:12 DATAIBACKGROUND ANALYSIS 

72byrarsrmintobc.cquired. 

NIimbtr of valid ~ ~ B E W ~ O U I I  (htwie.~) = 

V.rtblt CONC 

7.00 

M- 372.857 S.E.M- 18.736 
StdDcv 49.570 Vubnoc 2457.143 
Krutolis 5.008 S.E.Kwt 1.587 
Sk- 2.175 S.E. Skew .794 
Ranee 140.OOO Minimum 340.0000000 
M ’  480.0000000 Slrm 261o.OOO 

v.lidoblervatiolrs- 7 Minhtg&rvatioM- 0 
16 Aug 92 881 HILlSIDE DATA EVALUATION 
16:17:12 DATAlBACJLGROUND ANALYSIS 

ONEWAY pmblan quirea 228 byra of memory. 

lbgc are 199,616bytea of mcmoy .vlihblt. 
ThC largeat contiguous area hsl198.456 bytee. 
16 Aug 92 881 HILISIDE DATA EVALUATION 
16lRl4  DATAIBACKOROUND ANALYSIS 

Page 85 

Page 86 

p.gc 87 

Variable CONC 
Byvariable SOURCE 

ANALYSIS OF VAIUANCE 

SUMOF hlEAN F 
SOURCE D.F. SQUARES SQUARES 

BEWEEN OROUPS 1 9004.3216 9000.3216 

WIT” GROUPS 30 401259.8971 13375.3299 

TOTAL 31 410264.2187 

F 
RATIO PROB. 

.6732 .4184 

STANDARD STANDARD 
OROW COUNT MEAN DEVIATION ERROR 95PCTCONFINTpORMEAN 

OrPo 7 372.8571 49.5696 18.7355 327.0132 To 418.7011 
Orpf 25 332.2800 126.9050 25.3810 279.8962 To 384.6638 

TOTAL 32 341.1563 115.0406 20.3365 299.6797 TD 3S2.6328 

FIXEDEFpecrsMODEL 115.6518 20.4445 299.4029 TO 382.9096 

RANDOM EFFECTS MODEL 20.4445 81.3839 To 600.9286 

WARNING - BRWEW cOMp0”T VARIANCE IS NEQATIVE 
IT WAS REPIACED BY 0.0 IN a ” G  ABOVE RANDOM EFpEcfs MEASURES 



RANDOM EFFECTS MODEL - ESTIMATE OF B F l w E N  COMPONWT VARIANCE -399.6350 e 
GROUP MINIMUM MAXIMUM 

Grpo 34o.oooo 48o.oooo 
Grpl 43.oooO 470.oooO 

TQTAL 43.oooO 48O.oooO 
16 Aug 92 881 HILTSIDE DATA EVALUATION 
16:17:14 DATABACKGROUND ANALYSIS 

Page 88 

T a b  for Homogmeity of Vuiancsl 

C o c b  C .E Max. V&dSum(Vwiancm) = .8676, P - .001 (ApP+ox.) 
-&-BOX P 5.422, P = .020 
Maximum V-cc I Minimum V&cc 6.554 

16 Aug 92 881 HILZSIDE DATA EVALUATION Page 89 
16:17:14 DATABACKGROUND ANALYSIS 

F'rcccdingtask mquid .06 mcconda CPU b e ;  .00 d s l a p s e d .  

-> NPAR TESTS M-W=CONC BY SOURCWO.1). 

There arc 199,616 bym of mcmory nnikblc. 
The hrgcet contiguow MII has 199,616 bytg. 

***** Worl;rpacc down for 7127 caned for NPAR tests ***** 

16 Aug 92 881 W I D E  DATA EVALUATION 
16:17:~14 DATAIBACKGROUND ANALYSIS 

- - - - - Maan-whitncyU - W ~ ~ C O X O ~  Raali Sum W T e t  

CONC 
by SOURCE 

McanRank Caeca 

16.36 7 SOURCE = .00 
16.54 25 SOURCE- 1.00 - 

32 Total 

Euct c o d  for ti- 
U W 2 - T d d P  2 2 - T d d P  

86.5 114.5 -9645 -.W61 .%32 

16 Aug 92 881 W I D E  DATA EVALUATION 
16:17:14 DATAIBACKGROUND ANALYSIS 

Page 91 

-> 



'IITLE '881 "JSIDE DATA EVALUATION'. 
-> SUBTITLE 'DATAlBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA UST FILE = chcml lh t l  FIRST 1-3 (A) CONC 4-28 (10). 

'Ibis c c m m d  will r a d  1 m o d  h m  ch0mll.d.t 

V u k b k R e c  Stut Ed Format 

F I R S T 1 1 3  A3 
CONC 1 4 m ~25.10 

-> 
- > 
-> SETBIANKS=O. 
-> ENDINPVTPRWRAM. 
-> T E M m W Y .  
-> SELECTIF(PIRSTEQ'N'). 
-> SETWIDTH=80. 
-> DEXRIPTZVESVARIABL&~CONC 
-> /STATISTICS=AU. 

IF (RRST EQ 'N') SOURCE=I. 
IF (RRST NE 'N) SOURCE=O. 

>Warning f 11003 
>%new d e w  cohrmn-rtylepihrting cannot be wed for thin DESCRIPTNES, .II 
>tbtrcIrctoomrny rtati.tia to print on one line pol vuiablc. old *le 
>p&i?lg Will bc& indad. 

h mu 197,992 bytcl of memory avlihblc. 
l b e ~ c o n t i y o l u l r a h . s  197,792bytcl. 

76 byca of memory requid for the DESCRIPINES procalurc. 
4 b y t g b v e l h r r d y b c a l ~ .  
7 2 b y t g ~ t o b c . o q u i r t d .  
16 A q  92 881 HtllSIDE DATA WALUAllON 
16:17:17 DATA/BACKGROUND ANALYSIS 

MCUI 3u.115 S.E. Man 18.937 
StdDev 96.558 V-cc 9323.386 
KuaoL 6.059 S.E. Kwt .887 
Sk- -2.188 S.E. Skew .456 

Maximum 470.0000000 SUll 9233.000 
Rmyc 433.000 Minim\rm 37.0000000 

Vllld otmew&m - 26 w i o k . r m t i o n s -  0 
16 Aug 92 881 HIUIDE DATA WAJXATION 
161737 DATAIBACKGROUND ANALYSIS 

p.gc 93 

lbcre arc 199.528 bytee of memory av.ilblc. 
Ihc hrpar coDtiguolu area baa 198,816 byta. 



16 Aug 92 881 HILZSIDE DATA EVALUATION 
16:17:19 DATABACKGROUND ANALYSIS 

Number of vllid 0b.crvltiOas ( ~ k )  = 

Vmkble CONC 

M W  372.857 S.E. Msaa 18.736 
StdDtv 49.570 Vlri.nce 2457.143 
KuMsis 5.008 S.E.Kut 1.587 
Sksamcu 2.175 S.E. Skew .794 
R.ngc 14O.OOO Minimum 340.0000000 
Maximum 480.0000000 SUQl 261o.ooo 

v . l i d O b m r h M -  7 hfhiingobcnrations - 0  
16 Aug 92 881 HILTSIDE DATA EVALUATION 

7.00 

Page 95 
16: 17: 19 DATAAACKGROUND ANALYSB 

- > ONEWAY CONC BY SOURCE(O.1) 
-> ISTATISTICS~ALL 

ONEWAY problem mph 228 byted of maaory. 

lbCm 199,616- Of IEUIOQ anibblc. 
Thc largeat contipow ma ban 198,456 bytsn. 
16 Aug 92 881 WUlsIDE DATA EVALUA'ITON 
16:17:19 DATAtBACKGROUND ANALYSIS 

Vuiablc CONC 
ByVmkblc SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BETWEEN GROUPS 1 1736.042 1736.0042 2172 .6445 

WlT" GROUPS 31 247827.5110 7994.4358 

TOTAL 32 249563.5152 

STANDARD STANDARD 
GROUP COUNT MEAN DEWATION ERROR 95PCTCONFlNTFDRhfE4N 

Grpo 7 372.8571 49.56% 18.7355 327.0132 TO 418.7011 
~ r p i  26 3 ~ 5 . 1 1 ~  %.sm i8.93a 316.1149 TO 3w.1159 

TOTAL 33 358.8788 88.3112 15.3730 327.5650 TO 390.1926 

FIXEDEFFECTSMODEL 89.4116 15.5646 327.1347 TO 390.6229 

RANDOM EFFECTS MODEL 15.5646 161.1123 TO 556.6452 

WARNING - BEIWEW COM#INENTVARIANCEIS "E 
IT WAS REPIACED BY 0.0 IN COMPUTING ABOVE RANDOM EFFECTS MEASURES 



RANDOM EFFECTS MODEL - ESTIMATE OF BEIWEW COMPONENT VARIANCE -567.3853 

GROUP MINIMUM MAXIMUM 

orpo 34o.oooo 48o.oooO 
Grpl 37.oooO 470.oooO 

TOTAL 37.oooO 48O.oooO 
16 Aug 92 881 HIIUIDE DATA EVALUATION 
1617:19 DATAIBACKGROUND ANALYSIS 

p.gc 97 

Tcats for Homogme~ of Vuianced 

cochnns C = Max. VdmcdSmWarhcea) = .7914, P = .011 ( m x . )  
BdCO-Box F 3.064, P = .080 
Maximumvdmcc/Minimumvuiana 3.194 

16 Aug 92 881 HIIUIDE DATA EVALUA’IION page 98 
16:17:19 DATAIBACKGROUND ANALYSIS 

prsadigkak rrquitsd .07 d CPU time; .00 d clapad. 

-> NPAR TESTS M-W=CONC BY SOURCE(0,l). 

Then arc 199.616 byta of mcmory avlihblc. 
l’hc hrgat coatipow a m  hu 199,616 bytn. 

***** Wortrpct 8llowa for 7127 casa for NPAR tats ***** 

16 Aug 92 881 HIIUIDE DATA EVALUAllON 
16:17:20 DATAIBACKGROUND ANALYSIS 

- - - - - u.lm-whitnoyU - Wilcoxon Rank Sum W Tea 

O N C  
by SOURCE 

M a r n W  Cham 

15.93 7 SOURCE= .00 
17.29 26 SOURCE= 1.00 - 

33 Total 

Euct cbmctedfmtia 
U W 2-T.iledP Z Z-TdCdP 

83.5 111.5 .7467 -.3363 .7367 

16 Aug 92 881 HIIUIDE DATA EVALUAlTON 
16:17:20 DATAIBACKGROUND ANALYSIS 



TITLE '881 KIllSIDE DATA EVALUAllON". 
-> SUBTITLE 'DATA/BACKGROUND ANALYSIS', 
-> INPUTPROGRAM. 
-> 

Thin command will rad 1 fboord. from chcml2.dat 

DATA LIST FILE = Chanl2htl FLRST 1-3 (A) CONC 4-28 (10). 

VariableReC S M  End Format 

F I R S T 1 1 3 A 3  
CONC 1 4 28 FZS.10 

-> 
-> 
-> SETBLANKspO. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
-> 

-> DESCRIPINESVARIABLES=CONC 

IF (FIRST EQ ' N )  SOURCEp1. 
IP (FIRST NE 'N) SOURCE=O. 

SELECT IF (FIRST EQ 'N'). 
-> SmmmE80. 

-> ~STA~~STICSIALL 

>Warning# 11003 
>The new d e w  wh4ylePrinting c.llllot be d for this DES-, UI 
>there are too m a y  matistics to print on one line per variable. Old style 
> p r i a t i n g W i l l  b c d  iMk?ad. 

There are 197,992byta of memory available. 
The laggt COntywKlruea han 197,792bylsl. 

76 bytm of manory tbqutod for the DESCIUPTNES proccdun. 

72 bytm d t o b c  acqukd. 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:17:24 DATABACKGROUND ANALYSIS 

4 byles havealrrsdybcca acqukd. 

Number of valid obmvathm (liuwbc) - 
Variable CONC 

26.00 

MWl 627.308 S.E. Mean 82.158 
StdDcv 418.928 Variance 175500.462 
Ku~tosiS 2.718 S.E. Kurr .887 
Skcwncsll 1.812 S.E.Skew 456 

Maximum 1900.0000000 Slrm 16310.000 
Range 1660.000 Minhnum 240.0000000 

Validobscrvati~- 26 Misriobscmtiolll - 0  
16 Aug 92 881 HILUIDEDATA EVALUATION 
16:17:24 DATAIBACKOROU'ND ANALYSIS 

Page 101 

prccsdiDgtaslrtbqutod.11 d C P U t i m C ;  1 . 0 0 d e k p a l .  

-> TEMPORARY. 
-> SELECrIF(FIRSTNE'N'). 
-> SRmm-80. 
-> DESCRIPTIVESVARUBLES-CONC 
-> tSTATISTICS*ALL. 

>Warning# 11003 
>The aew default whunnltyleprinting cannot be wd for this DES-. M 
>&e= are too many mttintica to print on one linc per variable. Old style 
>printing will bc d instead. a 
'here arc 199,528 bytm of manory available. 
The b u t  contiguolll tuea han 198,816 byta. 



76 bytea of mcmoiy for thc DEScXPllWS procedure. 
4bytcsh.vc.Ircdybcsa.cquiFed. 
72bytearsrmintoba.oquiral. 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:17:24 DATAIBACKGROUND ANALYSIS 

Vuiable W N C  

McSn 372.857 S.E.Mmn 18.736 
StdDcv 49.570 VuLnce 2457.143 
Kufiosis 5.00s S.E. Kwt 1.587 
Skbomess 2.175 S.E. Skew .7W 
RaDBc 14O.OOO Minimlm 340.0000000 
hfaxhum 480.0000000 SUm 261o.ooo 

valid 0b.nvlltiOns - 7 MiMiiobtnntioas - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:24 DATAlBACKGROUND ANALYSIS 

Prcccdiiblk rquirai .06 mc!cudE CPU time; .00 d e l a p s o d .  

-> ONEWAY CONC BY SOURC&O,l) 
-> /STATISTICS-ALL 

ONEWAY problm r c qub  228 bytea of manory. 

TbCrC an 199,616- O f  BlcmOy 8VliLbk. 
The lugcat contiguous a m  hu 198.456bytea. 
16 Aug 92 881 =IDE DATA EVALUATION 
161225 DATAIBACKGROUND ANALYSIS 

Page 103 

Page 104 

P a p  105 

Variable W N C  
ByVuiablc SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

B E N "  GROUPS i 3570n.93n 3570n.93n 2.5145 . m o  

WlT" GROUPS 31 4402254.3% 142008.2063 

TOTAL 32 4759333.333 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCTCONFINTPORhfEAN 

- 0  7 372.8571 49.5696 18.7355 327.0132 TO 418.7011 
-1  26 627.3077 418.9278 82.1585 458.0991 TO 7%.5163 

TOTAL 33 573.3333 385.6542 67.1338 436.5863 To 710.0804 

FMEDEFFEcrsMODEL 376.8398 65.5994 439.5425 TO 707.1242 

RANDOM EPPECTS MODEL 131.4692 -1097.1408 TO 2243.8075 

RANDOM EFFECTS MODEL - BSTIMATE OF B P W W  COMPONENTVARLANCE 19498.1707 



Grpo 34o.m 48o.oooo 
Grpl 24o.m 19oo.oooo 

'IDTAL 24o.oooO 1 9 0 0 . ~  
16 Aug 92 881 HILTSIDE DATA EVALUATION 
16:17:25 DATAlBACICGROUND ANALYSIS 

Page 106 

Tats for Homogeneity of Vuiancea 

b h m u  C = Mu. Vuiancc/Sum(V*~) - 3862, P = .OOO (Approx.) 
B d d t - k ~ x  F = 18.355, P = .OOO 
MaximumVlrhrnaIMinimtrmVuianw 71.425 

16 Aug 92 881 HILLSIDE DATA EVALUATION Page 107 
1 6 1 7 : ~  DATABACKGROUND ANALysrs 

Precoaitaak requid .07 sccondn CPU h e :  .00 sccondnelpeed. 

-> NPARTESTS M-W=CONCBY S O U R ~ 0 , I ) .  

fhacnxt. 199,616bytgofmemoryav.ilablc. 
The largest contiguous M h.s 199,616 bytea. 

***** Workapace allows for 7127 asm for NPAR t d n  ***** 

16 Aug 92 881 HIllsIDE DATA EVALUATION 
16:17:27 DATABACKGROUND ANALYSIS 

- - - - - b - W h i h ~ ~ ~  U - Wilcoxon Rank Sum W Test 

CONC 
by SOURCE 

McanRaali Cam 

10.07 7 SOURCE= .OO 
18.87 26 SOURCE- 1.00 - 

33 Total 

Exacl corrscted for tia 
U W 2-TdedP 2 2-TdedP 

42.5 70.5 .03W -2.1403 .0323 

16 Aug 92 881 HILUIDE DATA EVALUATION 
1617:27 DATAIBACKGROUND ANALYSIS 

Page 108 

Page 109 



TITLE '881 HIIlsIDE DATA WALUATION'. 
-> SUBTITLE 'DATAfBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA LIST FILE = cbeml3.d.tl FIRST 1-3 (A) CONC 4-28 (10). 

F I R S T l l 3 A 3  
CONC 1 4 28 F25.10 

-> IFfmRSTEQ'N)SOURC!E=l. 
-> IF (FZRST NE 'N') SOURCE=O. 
-> SETBIANKS=O. 
-> ENDINPUTPROGRAM. 
-> TEMFORARY. 
-> SELECT IF (FIRST EQ 'N'). 
-> SETWIDTH=80. 
-> DESCIUPTNES VARzABLes-CONC 
-> lSTATISTICS-ALL 

?bae m t  197,992 byk4 of mcmoy *vlikblt. 
'Iht largat oontiguou~ uta h.s 197,792byla. 

76 byta of menmry requiroa for the DES- procedun. 
4bytahcllresdy bacalequirrd. 
72bylarmrclintobc.cquircd, 
16 Aug 92 881 HnrsIDE DATA EVALUATION. 
1 6 1 7 a  DATAIBACKGROUND ANALYSIS 

Number of valid obmwt io~ (Wi) = 26.00 

Mcra 333.115 S.E. Man 22.764 
StdDcv 116.075 V.riaocC 13473.306 
K~utwis 1.024 S.E.Kuxt 3 8 7  
skcamcr -1.29s S.E. Skow .456 

Maximum 470.0000000 SIlm 8661.000 
R.n(;c 416.000 Minimum 54.0000000 

Vdid ohennhbnr - 26 M i u i l l g o ~  - 0  
16 Aug 92 881 HIllsIDE DATA EVALUATION 
1 6 1 7 3 0  DATAlBACKGROUND ANALYSIS 

Rge 110 

Rge 111 

proadhgbsk requid .10 Ioco1111. CPU timC; 1 . 0 0 d  elapud. 

-> TEMPORARY. 
-> 
-> SETwn>nr=80. 
-> DESCRIPTIVES VAIUABLES=CONC 
-> /STATISTICS==AU 

SELECT IF (PIRST NE 'N'). 



4 bytg have shady bwn .cquLrd. 

16 Aug 92 881 HIUSIDE DATA EVALUATION 
161730 DATAlBACKGROUND ANALYSIS 

7 2 b y t t s r s m a h , t o b c ~ .  
Page 112 

Number of vllid o b m x v a h ~  (li.t.riK.) - 
Variable WNC 

7.00 

MCrn 372.857 S.E. Mean 18.736 
StdDcv 49.570 VUhDcE 2457.143 
K-is 5.008 S.E.Kw 1.587 
Skomas 2.175 S.E. Skew ,794 

Maximum 480.0000000 SUm 261o.OOo 
Range 14O.OOO MhrimUm 340.0000000 

vllidobcrvatiolu- 7 W i o b m d o r U  - 0  
16 Aug 92 881 HULSIDE DATA WALUAlTON 
16:17:31 DATAAACKGROUND ANALYSIS 

Page 113 

PIOcedingtarlr raquircd .06 sccoada CPU time; 1.00 mxmdnclpsed. 

-> ONEWAY CONC BY SOURCE(0,l) 
- > /STATISTICS=ALL 

ONEWAY problan rcquim 228 byta of M I D O I ~ .  

'Iber~ arc 199,616bytg of memory aMiLble. 
The k r g d  OontiguoUS M has 198,456 byta. 
16 Aug 92 881 HULSIDE DATA EVALUA'IlON 
16:17:31 DATAAACKGROUND ANALYSIS 

Page 114 

Vuiablc CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARBS SQUARES RAlTO PROB. 

BEWEEN GROUPS 1 8710.6708 8710.6708 .7681 .3876 

WlT" GROUPS 31 351575.5110 11341.1455 

TOTAL 32 360286.1818 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIAnON ERROR 95mCONFINTPORMEAN 

oipo 7 372.8571 49.5696 18.7355 327.0132 I'o 418.7011 
Grp 1 26 333.1154 116.0746 22.7641 286.2318 TO 379.9989 

TOTAL 33 341.5455 106.1082 18.4711 303.5'211 TO 379.1698 

FRED EFFECrS MODEL 106.4948 18.5384 303.7362 TO 379.3547 

RANDOM EFFEm MODEL 18.5384 105.5932 TO 577.0977 

WARNING - BFIWEN W M l Q ~  VARIANCE IS NEGAllVE 
IT WAS REPIACED BY 0.0 IN COMF'UTING ABOVE RANDOM EFFECTS MEASURES 



GROUP MINIMUM MAMMUM 

- 0  34o.oooo 48o.oooO 
- 1  54.oooO 470.oooO 

TOTAL 54.oooO 48O.oooO 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
161231 DATAIBACKGROUND ANALYSIS 

Page 115 

T a  forHomogsncityofVuhncm 

cochnnB c = Max. V*Sm(VariUlca) = .8458, P = .001 (Approx.) 
Bdm-Box F 4.622, P = .032 
Maximum VariUlCc I hfiaimurll vuiuux 

16 Aug 92 881 HILUIDE DATA EVALUATION 
1617:31 DATAIBACKGROUND ANALYSIS 

5.483 
Pap 116 

prsosdinrk mquimd .06 aecoxb CPU timc; .00 acamda ekpsd. 

-> NPARTESTS M-W=CONCBY SOURCE(0,l). 

Them arc 199,616bytg of manoxy av.ibblc. 
'Ihc largcsl contiguow M h199,616bytg. 

***** Workrpacc .LIoM for 7127 casu for NPAR testa ***** 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:17:33 DATAIBACKGROUND ANALYSIS 

CONC 
by SOURCE 

17.36 7 SOURCE- .W 
16.90 26 SOURCE = 1.00 - 

33 Total 

Exact comctedfortia 
U W 2 - T U P  2 2 - T d d P  

88.5 121.5 .9143 4 1 1 2  .9114 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:17:33 DATABACKGROUND ANALYSIS 

Page 117 

Pap 118 



TITLE '881 HILLSIDE DATA EVALUATION". 
-> SUBTITLE 'DATA/BACKOROUNDANALYSIS'. 
-> INPUTPROORAM. 
-> DATA LIST FILE = Chanl4.datl FIRST 1-3 (A) CONC 4-28 (10). 

This oommssd will read 1 mmJa from Chml4.dat 

F I R S T 1 1 3  A3 
CONC 1 4 28 F25.10 

- > 
-5  
-> SETBIANKS=O. 
-> WDINPUTPROGRAM. 
-> TEMPORARY. - > 
-> SETwIDTH=80. 
-> DESCRIPTIVES VARIAELBS=CONC - > /STATISTICS =ALL. 

IF (FIRST EQ 'N') SOURCE= 1. 
IF (FIRST NE 'N') SOURCEeO. 

SELECT IP (FIRST EQ 'N). 

l'bcrc arc 197,992 bytes of memory available. 
"he largest configuoum m hs 197,792bytcs. 

76 bytea of manoty requirrd for the DESCIUPTNES procedure. 
4 bytes have already beon .cquitrd. 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1617:36 DATA/BACKC3ROUND ANALYSIS 

72byrssrcmaintobc.cquimd. 

MCM 305.538 S.E. Mcan 23.057 
S t d h  117.569 Variance 13822.498 
Kurtolris -334 S.E.KM .sa7 
SksamaCl -.468 S.E.Skew .456 
*e 382.000 Minimum 88.0000000 
Maximum 470.0000000 Slnn 7944.000 

Validobsmstions- 26 Mbsiobtrvatiolu- 0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:36 DATA/BACKGROUND ANALYSIS 

Page 119 

Page 120 

praced~ta8kroquired.10KcoadscPutimc; 1 . o o d e l a p e d .  

-> TEMPORARY. 
-> SELECrIF(FIRSTNE'N'). 
-> SETWIDTH=80. 
-> DESCRIFTIVES VARIABLES=CONC 
-> ISTATISTlCS*AIL 

>Warning # 11003 
>"he new default columrt-rtyle phtiug cannot bc used for this DES-, M 
>them. arc too many rtetistics to print OD m e  h e  per variable. Old rtyk 
>printing will bc used inaad. 

facrc arc 199,528 bytcs of m.moiy avlilabh. 
"helargestcoafiguowurahu 198,816byla. 



76 bytm of memory rapuirrd for the DESCXPTNES procedure. 
4bytmImvc.Indykratoquirrd. 
72bytarciMiatobc.cquirrd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1617:37 DATABACKGROUND ANALYSIS 

number of^^ (lktwk) = 7.00 

Variable CONC 

MCUI 372.857 S.E. Man 18.736 
StdDcv 49.570 Vui.nCe 2457.143 
Kuaab 5.008 S.E.KM 1.587 
Skewnms 2.175 S.E. Skew .794 

Muimum 480.0000000 sum 2610.000 
Range 14o.Ooo Miaimtrm 340.0000000 

v.lidob.mv.tions- 7 Miniiobscnntioas - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1617:37 DATA/BACKGROUND ANALYSIS 

PreadhyOIlk Isquirsd .06 d cpu time; .00 lccods ehpsod. 

-> ONEWAY CONC BY SOURCI?(O,l) 
-> /STATISTICS-ALL. 

C " A Y  problan m p b  228 bytes of memory. 

Acre arc 199.616bytm of meiuory availblc. 
'2bc largeat contiguou~~ area has 198,456 bytm. 
16 Aug 92 881 H I U I D E  DATA EVALUATION 
1617:37 DATAIBACKGROUND ANALYSIS 

Page 121 
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V d k  CONC 
Byvahblc SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BEIWEEN GROUPS 1 24993.5904 24993.5904 

F 
RATIO PROB. 

2.1504 .1526 

WITHIN GROUPS 31 360305.3187 11622.7522 

ToTAL 32 385298.9091 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95I"coNpINTpORMEAN 

-0 7 372.8571 49.5696 18.7355 327.0132 To 418.7011 
Grpl 26 305.5385 117.5691 23.0572 258.0513 TO 353.0257 

TOTAL 33 319.8182 109.72% 19.1015 m0.9097 TO 3 s s . m  

FDSED EFFECLS MODEL 107.8089 18.7671 281.5424 To 358.0940 

RANDOM EFFEcrs MODEL 34.0473 -112.7937 To 752.4301 

RANDOM EFFECTS MODEL - ESTIMATE OF B m  COMPON~VARIANCE 1212.1914 



GROUP MINIMUM MAXIMUM 

Glpo 34o.m 4 8 0 . m  
Grp 1 88.WW 470.WW 

TOTAL 88.oooO 48O.oooO 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:37 DATAIBACKGROUND ANALYSIS 

Pqge 124 

Tgts for Homogca&y of Vuianca 

cochrans c = Mu. v~sum(vuisnas) 3491, P = .001 (Appx.)  
WC?Z-BOX F 4.737, P = .030 
Maxhum Vuianot I Minimum V-a 5.625 

16 Aug 92 881 HILLSIDE DATA EVALUATION pagc 125 
1 6  1237 DATAJBACKGROUND ANALYSIS 

-> NPAR TESTS M-WocONC BY SOURCE(0,l). 

'Ihnc arc 199,616byra of memory nnihblt. 
The larggt mntiguoua UC(L hu 199,616 bytea. 

***** Worlrspacc d o w n  for 7127 - for NPAR tssts ***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1617:39 DATAIBACKGROUND ANALYSIS 

- - - - - Mann-whiesyU - Wilcoxon Rsnli Sum W Tat 

CONC 
by SOURCE 

M e a n R ~ k  CUKS 

19.79 7 SOURCE- .00 
16.25 26 SOURCE- 1.00 - 

33 Total 

Exaa corrscted for tied 
U W Z - T d d P  Z 2 - T U P  
71.5 138.5 .3989 -.8633 .3880 

16 Aug 92 881 HIlls lDE DATA WALUAlION 
16:17:39 DATAJBACKGROUNDANALYSIS 

Pqge 126 

Page 127 

-> 



TITLE '881 HIllsIDE DATA EVALUATION'. 
- > SUBTITLE 'DATADACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

Thia comJMd will rad 1 TecoIds from chcml5.d.t 

DATA UST FILE Ctr.ml5.datl FIRST 1-3 (A) CONC 4-28 (10). 

VuiablcRCc shut Ed Format 

F T R S T I 1 3 A 3  
CONC 1 4 28 FZ5.10 

-> 
-> 
-> SWBLANKS=O. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. - > 
-> S ~ ~ ~ E 8 0 .  
-> D E S C R P l W E S V A = C O N C  

IF (FIRST EQ 'N') SOIJRCE=l. 
IF (FIRST NE 'N') SOURCEPO. 

SELECT IF (FIRST EQ 'N'). 

-> /STATISTICS=ALL 

> W e  I11003 
>me new dckult whmra-.tylt priotiDg QllDOs be d for this DESCRZPTNES, M 

>them uc too many rratirticl to print on we h e  ptrwhble. old dyb 
>priating will be wd imrtad. 

76 bytm of mwory requirad for the DESCRIPINES prowdun. 
4 bytcs have llnsdy baca .cquired. 
72 bytm rCmainto be acquired. 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:17:42 DATNBACKGROUND ANALYSIS 

Nmberof valid ohmratioas (lhvkc) 26.00 

Variable CONC 

MSaa 499.231 S.E. Maa 62.867 
S t d k  320.561 VutnCe 102759.385 
Kuttai  5.289 S.E.Kwt 387 
Sksameu 2.197 S.E Skew .456 
huge 1470.000 Minimum 130.0000000 
Msximrrm 1600.0000000 SUm I298O.OOo 

validobscrvatioM- 26 B4iasiagobscmal .one- 0 
16 Aug 92 881 HIIlsIDE DATA EVALUATION 
16:17:42 DATA/BACKGROUND ANALYSIS 

Page 129 

pmxdingtMk rqlAimi .IO lecozdrcputimc; 1.00 d d . p r e d .  

-> TEMFORARY. 
-> SELECTIF(FIRSTNE'N'). 
-> SETWIDTH~SO. 
-> DES- VARIABLHS-mNC 
-> ISTATISTICS=Au, 



76 bytea of manoq requirsa for the DES- procedure. 
4bytsshIlverlradybecn.cqucrod. 
72 bytg &to bc.csuirCa. 
16 Aug 92 881 HILISIDE DATA EVALUATION 
16:17:42 DATAIBACKGROUND ANALYSIS 

Number of valid ob.orv.tioos (bb) = 

Variable CONC 

Mtan 372.857 S.E. Mean 18.736 
StdDcv 49.570 V-a 2457.143 
K w t ~ ~ i s  5.008 S.E. K u t  1.587 
Skcwncas 2.175 S.E.Skw .7W 
RaDge 14O.OOO Minimrrm 340.0000000 
Maxhnum 480.0000000 sum 261o.OOO 

validobcnntions- 7 M i u i n g ~  - 0  

7.00 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:17:42 DATAIBACKGROUND ANALYSIS 

prscedingbuk requirsa .06 second8 CPU h e ;  .00 seconds chpllsd. 

-> ONEWAY CONC BY SOURcE(0,l) 
-> ISTATlSTICS=ALL 

ONEWAY problem raqUira 228 bytm of mcmoly. 

Them arc 199,616 bytea of memory avaikblc. 
The largeat contiguous area has 198,456 bytcs. 
16 Aug 92 881 U I D E  DATA EVALUATION 
16:17:43 DATAIBACKGROUND ANALYSIS 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

B E l U "  GROUPS 1 88078.5881 88078.5881 

WIT" GROUPS 31 2583727.473 83346.0475 

TOTAL 32 2671806.061 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 

Page 130 
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F'age 132 

F 
RATIO PROB. 

1.0568 .3119 

95 p(TT CONFJNT PDRMEAN 

Grpo 7 372.8571 49.56% 18.7355 327.0132 TO 418.7011 
~ r p  1 26 499.2308 320.5610 62.86n 369.7534 TO 628.7082 

TOTAL 33 472.4242 288.9532 50.3003 369.9659 TO 574.8826 

FIXED EFPECIS MODEL 288.6972 50.2557 369.9270 TO 574.9215 

RANDOM -CIS MODEL 53.0215 -201.2772 TO 1146.1257 

RANDOM EFFEcrs MODEL - ESTIMATE OF BETWEEN COMPONENT VARlANCE 429-0490 



GROUP MINIMUM MAXIMUM 

- 0  34o.oooO 48o.oooO 
Grp 1 130.oooO 16OO.oooO 

TOTAL 130.oooO 16OO.oooO 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:17:43 DATABACKOROUND ANALYSIS 

F%gc 133 

Teats for Homogmeicy of Vvhncg 

h b l X Q S  c .5 h X .  vuhacclsUm(v~CC4) E .9766, P = .OOo ( m X . )  

--BoxF p 15.279, P = .OOO 
Maximum VuisncC I Minimum Variance 41.821 

16 Aug 92 881 HIUSIDE DATA EVALUATION Page 134 
16:17:43 DATAIBACKGROUND ANALYSIS 

-> NPAR TESTS M-W-CONC BY SOURCE(O,1). 

There arc 199,616 byta of manory awiLblc. 
?be largest codgwu area hu 199,616byrcl. 

***** Workspace allows for 7127 qlg for NPAR tats ***** 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:17:45 DATAIBACKKaROUND ANALYSIS 

CONC 
by SOURCE 

13.14 7 SOURCE = .00 
18.04 26 SOURCE = 1.00 - 

33 Total 

Euct corrsctcd for tia 
U W 2-TddP Z 2 - T d d P  
64.0 92.0 .%W -1.1915 3335 

16 Aug 92 881 HILLSIDE DATA EVALUAllON 
16:17:43 DATAIBACKGROUND ANALYSIS 

Page 135 

Page 136 

-> 



TITLE ‘881 HILLSIDE DATA EVALUATION’. 
-> SUBTITLE ‘DATAIBACKGROUND ANALYSIS’. 
-> W P U T P R W ~ .  
-> DATA US? FILE = chCml6.datt FlRST 1-3 (A) CONC 4-28 (10). 

ThL c o d  will rad 1 recod from h l 6 . d a t  

F f R S T 1 1 3 A 3  
CONC 1 4 28 FZS.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ ’N) SOWRCE=l. 
IF (FIRST NE ’N’) SOURCE=O. 
SET BIANKS=O. 
END INPUTPROGRAM. 
TEMPORARY. 
SELECT IF (FIRST EQ ’N’). 
Sm WIDlH=80. 
DESCRIPTNES VARlABLBs=CONC 

ISTATISTICS=AJL 

>Warning t 11003 
>The now default column4ylcPriating cannot be uwd for this DES-, M 

>tilerclrctoo nlsny rtltistics to print on one liDcpcr Mii.blc. okl *le 
>printing will be uwd a. 

’here arc 197,992- of msmoy anilablc. 
The k g m t  contiguous uea hr 197,792 bytcs. 

76 bytee of memory requirrd for the DESCRIPTNES p”Ddurc. 
4 bytm have already btea .cquirtd. 
72 byta &lo bercquirrd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:48 DATABACKGROW ANALYSIS 

Rig* 137 a 
N m k  of valid obaervrtiolll (Msvime) = 

Variable CONC 

MCan 590.169 S.E.Meaa 74.784 
StdDsv 381.323 V-ce 145407.385 
Krutosir 3.415 S.E.KW .887 
Skewnun 1.976 S.E. Skow A56 

1580.000 MiJlimm 220.0000000 
Maximum 1800.0000000 Slrm 15360.000 

26.00 

ValidobmvntioM- 26 MiMiagobcnntiolu - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1617:48 DATNBACKGROUND ANALYSIS 

Page 138 

~ imakrcqu iNd .11KcoadrcPut imc;  . 0 0 ~ o k p e e d .  

-> TEMPORARY. 
-> SELECrD?(PLBSTNE’N). 
-> SETWIDTH=80. 
-> DESCRPTWESVARIABIXS=CONC 
-> ISTATISTICS~AJL 

>Warning# 11003 
>The new default cohrmMtyle priuting QMot be uwd for this DES-, M 
>there am too many to print on one line per variable. Old style 
>printing will be UKd a. 

There. arc 199,528 bytm of mcmoy wliLblt. 
The largeat contiguous uea hr 198.816bytcs. 



76 bytw of mcmoy requid for the DESCRIPINES procadun. 
4 bytg have already becn .cquirod. 
72 bytg ranaiDto bc.cquircd. 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
161749 DATAIBACKGROUND ANALYSIS 

Numbcrofvdid- . (liawk)= 7.00 

Variable CONC 

Man 372.857 S.E. Man 18.736 
StdDcv  49.510 V.rhacc 2457.143 
Kurtosis 5.008 S.E.Kut 1.587 
Skewness 2.175 S.E. Skew .794 

Maxiulum 480.0000000 sum 261o.OOO 
Raaee 14O.OOO Minimum 340.0000000 

vllid OLmenwbm - 1 MiMiingobmv&- 0 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:17:49 DATAtBAaGROUND ANALYSIS 

proGcdingtrdkroquired.06.cQoDd.cputimc; .ooloooadrohpcd. 

-> ONEWAY CONCBY SOURCE(0,l) 
-> /STATIS'IICS=ALL 

ONEWAY problem roqUinr 228 bytw of msmory. 

There am 199,616byW of memory available. 
'Ihc largeat contiguous uta b.s 198,456 bytg. 
16 Aug 92 881 HIIlSIDE DATA EVALUATION 
16:17:49 DATA/BACKGROUND ANALYSIS 

Variable CONC 
By Vuiablc SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BZTWEW GROUPS 1 261890.1093 261890.7093 

WIT" GROUPS 31 3649921.473 iin39.5959 

TOTAL 32 3911818.182 

STANDARD STANDARD 
GROUP COUN? MEAN DEVIATION ERROR 

Page 139 
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P 
RATIO PROB. 

2.u43 .1460 

95 PCl' CONF INT POR MEAN 

Grpo 7 372.8571 49.5696 18.7355 321.0132 TO 418.7011 
Grp 1 26 590.7692 381.3232 14.1836 436.1495 TO 744.7890 

TOTAL 33 544.5455 349.6345 60.8636 420.5704 TO 668.5205 

FIXED EFpEcrs MODEL 343.1320 59.7316 422.7220 TO 666.3689 

RANDOM WECTS MODEL 110.7623 -862.8230 TO 1951.9139 

RANDOM WECTS MODEL - ESTIMATE: OF BEIWEN COMPONENT VARlANCE 13068h449 



- 0  34o.oooo 48o.oooo 
Orpl 22O.oooO 1800.oooO 

T O T A L  220.oooO 1800.oooO 
16 Aug 92 881 HILISIDE DATA EVALUATION 
1617:49 DATAIBACKGROUND ANALYSIS 

Psge 142 

cochrans c = Max. V*Sum(v*cC4) = .9834, P = .Ooo (Approx.) 
W U t - B o x  F 17.267, P - .OOO 
Mnximm V.rLnoc I Minimum Vuhnct 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:17:49 DATAIBACKGROUND ANALYSIS 

59.177 
Page 143 

pI.adingtnk tsquirsd .06 Kcolyll mu timc; .00 lcciuuh ehped. 

-> 

There arc 199,616byra of rncmory available. 
'Ibc b a t  coatiguoua area lw 199,616 bytcd. 

**a** Workqn~cc  allow^ for 7127 - for NPAR tats ***** 

NPAR TESTS M-W-CONC BY SOURCyO.1). 

16 Aug 92 881 U I D E  DATA EVALUATION 
16:17:51 DATAiBACKGROUND ANALYSIS 

10.21 7 SOURCE= .00 
18.83 26 SOURCE = 1.00 - 

33 Totd 

Exact c o d  for tics 
U W 2 - T d d P  Z 2-T.ikdP 

43.5 71.5 .0343 3.0981 .0359 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:51 DATABACKGROUND ANALYSIS 

Page 144 

Page 145 



TlTLE '881 HILTSIDE DATA EVAWATION'. 
- > SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA LIST FILE = cheml7.datl FIRST 1-3 (A) CONC 4-28 (10). 

'Ibis annmd will rad 1 ruwh from chcml7.dat 

vuiablc Rec stut End Format 

F I R S T 1 1 3 A 3  
CONC 1 4 28 FZ5.10 

- > 
-> 
-> SETBIANKS-0. 
-> mDINPUTPRWRAM. 
-> TEMPORARY. 
-> SELECTIFOTRSTEQ'N'). 
-> smwIDTH=so. 
-> DESCRPTNES VARUBLES=CONC 
-> lSTATIS'llCS=ALL 

IF (FIRST EQ 'N') SOURCE- 1. 
IF (FIRST NE 'N') SOURCESO. 

>W.ming X 11003 
>The uuw default cohrmMtyltprintiug cannot be wd for this DESCRIPINES, M 
>there me too Inmy Smti8tiL-J to print on me linc per variable. old style 
>printinp Will be wd inacad. 

'Ibm arc 197,992 bytes of memory iv.ikble. 
The largcdt mtiguou uta h 197,792byts. 

76 bytea of memory requid for tbe DES- proccdun. 
4bytghsvcalrrdybcQl.oquired. 
72bytcaranaintobc.oquirsd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:53 DATAIBACKGROUND ANALYSIS 

Number of valid okervalionn (listarb) = 31.00 

Mean 13175806.452 S.E. Mean 806997.059 
StdDev 4493169.464 Variance 2.01886E+13 
Ku~ionin 2.201 S.E. Kurt A21 
SLcameu 1.193 S.E. Skew .421 
R.nge 21230000.m Minimum 637oooO.00000 
Maximum 27600000.0000 sum 40845oooo.o0o 

V . l i d o b s c r v l ~ ~ -  31 M b r r i o b ~ ~ ~ ~ a l i o n n -  0 
16 Aug 92 881 HILTSIDE DATA EVALUATION 
161753 DATAIBACKGROUND ANALYSIS 

P8ge 146 

Page 147 

>Wuninp# 11003 
>The new default cohtmn-rtylc printing -t be UMd for this DES(XUFTMS, M 
>there me too many statiaics to print 011 one h e  pcr v.rhblc. Okl *le 
>printing Will be wd instead. 

?hen me 199,528 bytes of memory avaikblc. 
raChrg~contiguouS.mhsl198,816byter. 



4 bytcslmve llrsdy baar .cquirrd. 

16 Aug 92 881 W I D E  DATA EVALUATION 
16:17:55 DATA/BACKGROUND ANALYSIS 

72bytgrcmaintobc.oquLtd. 

N u m b e r o f d -  . (Wi)= 11.00 

Vuiabk WNC 

Mean 14065454.545 S.E. Mean 1188273.280 
Std Dev 3941056.619 Vui.ncC 1.55319E+13 
KunDlb -672 S.E.Kw 1.279 
Sk- -530 S.E. Skew .661 
Rangc 14380000.000 Minirmrm 742oooO.00000 
M . 21800000.0000 SIlm 154720000.000 

Valid obmvdom - 11 Mjuiiobwr&oM- 0 
16 Aug 92 881 W I D E  DATA EVALUATION 
16:1755 DATAIBACKGROUND ANALYSIS 

prscrdhytask mpkd .06 d C P U t i m c ;  .OO lecoadrehpacd. 

- > 
- > ISTATISTICS =ALL. 

ONEWAY WNC BY S O U R ~ 0 , l )  

ONEWAY problan requirw 228 byta of manoly. 

Thm arc 199,616byta of memory available. 
The lugcat wntiguoue area has 198,456 byta. 
16 Aug 92 881 W I D E  DATA EVALUATION 
16:17:56 DATA/BACKGROUND ANALYSIS 

Page 148 
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Varhblc CONC 
ByVuiSblc SOURCE 

ANALYSIS OF VARIANCE 

SVMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BETWEEN GROUPS 1 6.4260E+12 6.4260B+12 .3378 S644 

%" GROUPS 40 7.6098E+14 1.9024E+13 

TOTAL 41 7.6740E+14 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCTCONFINTFDRMEAN 

GIP 0 11 14065454.553941056.619 1188273.28 11417817.36 TO 16713091.73 
Grp 1 31 13175806.454493169.464806997.05911527698.54 TO 1423914.36 

TOTAL 42 13408809.524326330.165 667567.237 12060630.10 TO 14756988.95 

FMED EFFECTS MODEL 4361698.143 673024.635 12048575.96 TO 14769043.09 

RANDOM EFFEClX MODEL 673024.6354857223.804 TO 21960395.24 

WARNING - BETWEEN COhPONENTVAR SCE IS NEGATIVE 
IT WAS REPIACED BY 0.0 IN C O M " O A E 0 V E  RANDOM EFFECTS MEASURES 



RANDOM EPFECTS MODEL - ESTIMATE OF BpIwEEN a M F O m  VARIANCE ************** 

GROUP MINIMUM MAXIMUM 

Grp 0 74uKKK).00021800000.00 
1 637oooO.00027600000.00 

mTAL 637oooO.00027600000.00 
16 Aug 92 881 HILZSIDE DATA EVALUATION 
16:17:56 DATABACKGROUND ANALYSIS 

Page 151 

Tgts for Hamogamity of Vlrheas 

Cochmn C Max. V ~ S ~ d a n ~ )  = .5652. P .563 (Appmx.) 
BartlCol-Bax F 2 3 8 ,  P = .626 
Maximum Vuiana I Minimum Vuiana 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:56 DATABACKGROUND ANALYSIS 

1.300 
Page 152 

Precai iq~&rquid  .07 wxds CW timc: 1.00lscoDdr elapsed. 

-> NPARTESTS M-W=CONC BY SOURcE(O.1). 

'Ibcrc arc 199,616 bytea of momoy available. 
?be largest contiguou~ M h.B 199,616 bytm. 

***** Workqmcc allows for 7127 atua for NPAR tgtl***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:17:56 DATABACKGROUND ANALYSIS 

MaoRaok Cwr 

24.05 11 SOURCE= .OO 
20.60 31 SOURCE = 1.00 - 

42 T0t.l 

Eucr correctsd for ties 
U W Z - T d d P  2 ZT.iledP 

142.5 264.5 .4287 -.SO11 .4231 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:17:56 DATNBACKGROUND ANALYSIS 

Page 153 

Fage 154 

prccrdingt.lk rsquirrd .OS d CPU timc; .OO seconds etpled. 

-> 



TLTLE '881 HILLSIDE DATA EVALUATION'. 
- > SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA UST FILE = cbcml8.d.tI FIRST 1-3 (A) CONC 4-28 (10). 

'Ibis coxumnd will read 1 records from chml8.dat 

Variable Roc sm Ed polmat 

FIRST 1 1 3 A3 
CONC 1 4 28 FLs.10 

-> 
-> 
-> SETBLANgs=O. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
-> SELECrIF(FIRSTEQ'N'). 
-> SETWIDTH-BO. 
-> DESCBIPTIVESVARIABLES=CONC - > ISTATISTICS =ALL. 

F (FIRST EQ 'N') SOURCE=l. 
IF (FIRST NE 'N') SOURCE=O. 

>Waning# 11003 
>The new default column4yleprinting unnot be used for thia DESCRIPINES, M 

>there. arc too many Itati.tia to print on one line per variable. Old style 
>printing Will be used instcad. 

Them are 197,992 b y h  of msmory available. 
T ~ E  l q c a  wntiguoua uta has 197,792 bytg. 

76 bytea of rnmory mpired for the DES- procedure. 
4 b y h  have &wdy bcea loquirrd. 
72 bytea nmahrto bc.cquirrd. 
16 Aug 92 881 HILLSIDE DATA EVALUATlON 
1618:M) DATAlBACKGROUND ANALYSIS 

Number of valid obrervatiom (IidwirS) = 

Variable CONC 

21.00 

M- 2028.190 S.E. Mcan 244.837 
StdDw 1121.983 Variance 1258845.562 
K m i  -.294 S.E.Km .972 
S k M W  .408 S.E. Skew SO1 
Range 4062.OOo Minimum 338.OOOOOOO 
uaximum 4400.0000000 slrm 42592.000 

ValidobmvntioM- 21 w i 0 ~ r v a l i ~ -  0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1618:00 DATA/BACKGROUND ANALYSIS 

Page 155 
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Preceding task r equ i d  .10 secoda CPU time; 1.00 scconda elap.ed. 

-> TEh4mRARY. 
- > 
-> SETWIDTH=80. 
-> DESCRIPTNES VARIABLB=CONC 

SEJXCT IP (FIRST NE 'N'). 

- > ISTATISTICS =ALL 

>Warning# 11003 
>The new default column-.tylcprinting cannot be used for this DESCRI-, M 

>there arc too many ltatiaica to print on one line per variable. Old style 
>printing will be UKd instcad. 

Them arc 199,528 bytea of memory available. 
The large& contiguous uta hnu 198.816 bytea. 



76 bytea of memory rcquirrd for the DESCRIPTZVES procedure. 
4 bytea have shady beea q u i d .  
72 bytea remain to be .aluired. 
16 Aug 92 881 HILLVIDE DATA EVALUAnON 
16:18:00 DATABACKGROUND ANALYSIS 

Numbsr of nlid Obmdnr (lirtakc) - 
VvLblc CONC 

Mean 2147.667 S.E. Mean 700.593 
StdDcv 2101.778 Vuiancc 4417472.500 
KWt0S.M .OS8 S.E. Kurt 1.400 
Skcamar 1.039 S.E. Skew .717 

Muimrna 6120.0000000 SUm 19329.000 

9.00 

Range s785.OOo Minimum 335.0000000 

valid olmemmbs - 9 Mipiob.crwtions - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:00 DATABACKGROUND ANALYSIS 

PrOcedingErlr rsquited .06 d CPU time; .00 d el.psd. 

- > 
-> /STA'ZISTICS=AU 

ONEWAY CONC BY SOURCJZ(0, I) 

ONEWAY problem mpka  228 bytm of memory. 

There uc 199,616bytm of memory awiloblc. 
The lug& contiguous MB has 198,456 byta. 
16 Aug 92 881 HILTSIDE DATA EVALUATION 
16:18:01 DATABACKGROUND ANALYSIS 

Page 157 

Page 158 
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Variable CONC 
ByVuiabk SOURCE 

ANALYSIS OF VARlANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BETWEEN GROUPS 1 89929.7286 89929.7286 

~ G R o ~  28 60516691.U 2161310.401 

F 
RATIO PROB. 

.0416 .a398 

TOTAL 29 60606620.97 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR WKTCONFINTPORMEAN 

(*Po 9 2147.6667 2101.7784 700.5928 532.0984 10 3763.2349 
Olp 1 21 2028.1905 1121.9829 244.8367 1517.4700 To 2538.9110 

ToTAL 30 2064.0333 1445.6429 263.9371 1524.2214 TO 2603.8453 

FDLED tiFFEcrs MODEL 1470.13% 268.4095 1514.2213 To 2613.8454 

RANDOM EFFEcrrs MODEL 268.4095 -1346.4320 To 5474.4986 

WARNING - B m  COMPONWT VARIANCE IS NEGATIVE 
IT WAS REPIACED BY 0.0 IN COMPUTING ABOVE RANDOM EFFECrS MEASURES 



RANDOM EFPECIS MODEL - ESTIMATE OF BEIWEW COMQNENTVARIANCE -164395.2915 ,e 
GROUP MNlhfUM MAXIMUM 

G r p O  335.oooO 6120.oooO 
Grpl 338.oooO 44OO.oooO 

TOTAL 335.oooO 6120.oooO 
16 Aug 92 881 HILLSIDE DATA WALUATION 
1618:Ol DATA/BACKGROUND ANALYSIS 

Page 160 

T d a  for Hotmgmeity of Vari.lrca 

cochrans c = Mu. V a r i l U l ~ S u m ( v ~ )  = .7782, P = .Ms (Approx.) 
B U t l t 0 - b ~  F = 4.880, P = .027 
Maximum vrrkncc I Minimum vuimlcc 

16 Aug 92 88 1 HILLSIDE DATA EVALUATION 
16:18:01 DATAIBACKGROUND ANALYSIS 

3.509 
Page 161 

prccrdbgtark requLtd .Of ycotdl CPU thac; .00 d chped. 

-> NPARTESTS M-W=CONCBY SOURCE(O.1). 

?here (uc 199,616 byte8 of memoly 8vlihblc. 
?he cwntiguom area hru 199.616 byta. 

***** Workapace ~ O W B  for 7127 aam for NPAR tab ***** 

16 Aun 92 881 HILLSIDE DATA WALUAlTON 
16:18:03 DATAlBACKGROUND ANALYSIS 

- - - - - h h n - ” h h c y U  - Wiicoxon Rank Sum W Tat 

CONC 
by SOURCE 

14.28 9 SOURCE= .00 
16.02 21 SOURCE = 1.00 

- 
30 Topl 

Exact corrscted for tiem 
U W Z T d d P  Z 2 - T d d P  
83.5 128.5 .6248 -.4979 .6186 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:03 DATAIBACKGROUND ANALYSIS 

Page 162 

-> 



lTIU3 %81 W I D E  DATA EVALUATION'. 
-> SuBTIlLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA LIST PCLE L: chcml9.d.tl FIRST 1-3 (A) CONC 4-28 (IO). 

F I R S T 1 1 3 A 3  
CQNC 1 4 28 pZS.10 

-> IF(FIRSTEQ'N)SOURCE=l. 
-> 
-> SErBIANKS=O. 
-> ENDINWTPROGRAM. 
-> .mMPoRARY. 
-> 
-> SPTWIDTHz80. 

IF (PIRST NE 'N') SOURCE=O. 

SELECl' IF (PIRST EQ 'N). 

-> DESCRIFTWS VARIABLES=CONC - > /STATISTICS=ALL 

>Warning I 11003 
>The new default mlumn-style pri.tinp caanot be UKd for this DEScRIlrINEs, M 
>thcnlntoom.ny~atopriatononelincpcrvuhblc.  Oldaylc 
>printinp will be ustd &cad. 

?hcrc me 197,992 bytea of memory svllilable. 
Thclasgciucant+nnuahu 197,792byta. 

76 bym of memory q u i d  for the DESCRIPTNES procedure. 
4 bytm havealrady beca .csuiral. 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16lS:W DATABACKGROUND ANALYSIS 

7 2 b y t e a ~ t o b e ~ .  

Vuiablc CQNC 

 mea^ 5087.097 S.E. Man 191.695 
StdDcv 1067.315 Vuhncc 1139161.290 
K I U ~ O S ~  2.460 S.E.Krut .821 
Sknmum .903 S.E. Skew .421 
Range 5500.000 Minimum 3000.0000000 
Muimtrm 8500.0000000 sum 157700.000 

Valid - - 31 Misring~b.arntiOlu - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:05 DATAIBACKGROUND ANALYSlS 

%e 164 

Page 165 

prscrdjngtvlr nquid .13 d CPLJ timt, .OO aceondm elpcd. 

-> TBMPORARY. 
- > 
-> SETWIDTH-80. 
-> DECRFIMSVARUBLES=CONC 

SELECT IF (PIRST NE 'N'). 

-> /STA'IISTICS-AIl. 



76 bytm of mcmory requirrd for the DESCRIE*INES pmccdm. 
4 bytcs have already bcm acquirul. 
72 byles rawinto bc.cquirrd. 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
1618:06 DATAIBACKGROUND ANALYSIS 

Page 166 

Number of valid obcnntions (ihtarisc) = 

Vuiable CONC 

MSan 5745.455 S.E. Man 595.035 

KufiosiS -.610 S.E.Kiut 1.279 
Skcwnau .418 S.E. Skew .661 

Maximum 8700.0000000 Slrm 63200.000 

11.00 

Std Dcv 1973.506 vlrhnoc 3894727.273 

Range 6100.000 hihimull 2600.0000000 

v.lidObsCrv&OM- 11 &ingob.nv&- 0 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:18:06 DATABACKGROUND ANALYSIS 
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-> ONEWAY CONC BY SOURC40,l) 
-> ISTATISnCS=ALL 

ONEWAY problem quirea 228 bytea of memory. 

lberc arc 199,616byta of memory available. 
The largest contiguous area has 198,456 bytm. 
16 Aug 92 881 HILL3IDE DATA EVALUATION 
16:18:07 DATABACKGROUND ANALYSIS 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BITWEEN GROUPS 1 3519079.039 3519079.039 

WIT" GROUPS 40 73122111.44 1828052.786 

TOTAL 41 76641190.48 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 

F 
RATIO PROB. 

1.9250 .1730 

95 p(JT COW INT KIR MEAN 

G r p O  11 5745.4545 1973.5063 595.0346 4419.6353 TO 7071.2738 
G q  1 31 5087.0968 1067.3150 191.6954 4695.6025 TO 5478.5911 

TOTAL 42 5259.5238 1367.2225 210.9670 4833.4673 TO 5685.5803 

FIXED EFFECIS MODEL 1352.0550 208.6266 4837.8737 TO 5681.1739 

RANDOM EFFECTS MODEL 327.7224 1095.4172 TO W23.6304 

RANDOM EFFECIS MODEL - ESTIMATE OF B m  COMPONENT VARIANCE 104139.4467 



GROUP MINIMUM MAXIMUM 

G r p O  26OO.oooO 8700.oooO 
Grpl 3OOO.oooO 8500.oooO 

TOTAL 2600.ooM) 8700.oooO 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1618:07 BATAlBACKGROUND ANALYSIS 

Page 169 

Tatr for Homogcacity of Vari.nccS 

cochnas C = Mu. V ~ S u m ( V ~ m )  = .7737, P = .008 (Appmx.) 
W - B O X F  6.409, P = .011 
M . Varianwlh4bknumVuianw 3.419 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1618:07 IMTAIBACKGROUND ANALYSIS 

Page 170 

procatingtdc required .07 @ CPU time, 1.00 acamda elapsed. 

-> NPARlEsTs M-W=CONCBY SOURC&O.l). 

There pc 199,616bytea of memory available. 
?aclnrgcateantigwusucah.l199,616bytea. 

***** Wozkqace lllan for 7127 CWI for NPAR tsds ***** 

16 Aug 92 881 HIUSIDE DATA WALUATION 
1618:07 DATAlBACKGROUND ANALYSIS 

- - - - -M.llo-whicnsyU - WiboxonR.nL Sum W T a t  

CO" 
by SOURCE 

24.18 11 SOURCE = .oo 
2.0255 31 SOURCE= 1.00 - 

42 T d  

rua correctrd for ti- 
U W 2-TdedP Z 2-TdedP 

141.0 266.0 A123 -.8452 -3980 

16 Aug 92 881 HIIlslDE DATA EVALUATION 
1618:07 DATAlBACICGROUND ANALYSIS 

%e 171 

Page 172 



TITLE '881 HILISIDE DATA EVALUATION'. 
-> SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

lhis l?Ommad will 4 1 r r C 0 n l . h  cbem2o.d.1 

DATA LIST PLLE = Chem2O.d.tl PIRST 1-3 (A) CONC 4-28 (10). 

VarinbbRSc start Ead Forrmt 

P I R S T 1 1 3 A 3  
CONC 1 4 28 FZS.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ 'N') SOURCE=l. 
IF (FIRST NE 'N') SOURCE=O. 
SET BLANKS=O. 
END INPUTPROGUM. 
TEMPORARY. 
SELECT IF (FIRST EQ 'N'). 

DESCIUFTVES VARIABLES-CONC 
SET Wms80. 

/STATISTICS -Au. 

>Warning# 11003 
>The new d e w  wluma+4eprioting annot be llled for lfiis DESCRIPTNES, an 
>there uctoomany lnuktia to print on m e  lincpcrvlrirblc. old ayb 
>printing Will bclwd indad. 

There arc 197,992byta of memory available. 
The h r g d  coatiguous M bsl197,792byta. 

76 byta of memoxy r equ i d  for the DESCRIIllVES procedurt. 
4 byte6 have l lmdy  bsm Loquirrd. 
72 byte6 remainto be acquimi. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:lS:ll DATAlBACKGROUND ANALYSIS 

plgc 173 

Number of valid obseraiom (listwine) = 

Variable CONC 

Mean 159925.806 S.E Mcan 8153.495 
StdDev 45396.740 Variance 2060863978.5 
Kurtais 1.184 S.E.Kut .821 
Skcwaess .618 S.E. Skaw .421 
Raagc 227000.000 Mhrbnrna 64oO0.0000000 
Mnximum 291000.000000 sum 4957700.000 

Vdid~bse~~clt ions-  31 Missing- - 0  

31.00 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:11 DATAIBACKGROUND ANALYSIS 

Pagc 174 

Prcccdii~krcquirsd.11 stcoodsCPUthnc; 1.00recoDdrelaped. 

-> TEMPORARY. 
-> 
-> S E r W T H 4 0 .  
-> DESCRIPTW3VARIAB~=CONC 
-> /STATISTICS-AIL, 

SELECT IF (FIRST NE 'N'). 

>Warning# 11003 
>The new default wlumn-otyle printing annot be used for this DESCRWTWES, U 

>there an too many statistics to print on one line per varinble. Old ltyb 
>printing will be wed indad. e 
There an 199,528 bytg of memory available. 
Tbe largest wntiguous area hen 198,816bYtg. 



76 byim of manory requid for the DESCRIPTNES procedure. 

72 byim &to bc wpktd. 
16 Aug 92 881 HIllsIDE DATA EVALUATION 
16:18:12 DATAlBACKGROUND ANALYSIS 

4 bytahavcalrradykscquiml. 

Page 175 

number of^^ . (lilmvii) = 11.00 

Variable CONC 

M m  204090.909 S.E. M m  19135.619 
StdDcv 63465.667 V.riancC 4027890909.1 
KurtosiS -.622 S.E. Kurt 1.279 
Skomas .719 S.E. Skew .661 
h g c  186oO0.000 Minimum 138000.000000 
?&aimum 3m.000000  Sum 2245000.000 

vdidob.ennrions- 11 wiob8maliOas-  0 
16 Aug 92 881 U I D E  DATA EVALUATION 
16:18:12 DATABACKOROUND ANALYSIS 

Page 176 

- > 
- > ISTATISTICS =ALL. 

ONEWAY CO" BY SOURCE(0,l) 

ONEWAY problem rcquim 228 bytea of msmory. 

'Ihcrc am 199,616bytea of maMlly .nibble. 
The largeat contiguouo M h.S 198,456 bytea. 
16 Aug 92 881 HIUIDE DATA EVALUATION 
1618:12 DATABACKGROUND ANALYSIS 

p.gC 177 

Vviablc CONC 
ByVuLblc SOURCE 

ANALYSIS OF VARUNCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARJB SQUARES RATIO PROB. 

BETWEEN GROUPS 1 15836659411 15836659411 6.2041 .0170 

WIT" GROUPS 40 l.OZlOE+Il 2553620711 

TOTAL 41 1.17WE+11 

STANDARD STAND= 
GROUP COUNT MEAN DEVIATION ERROR 95PCTCONFINTPORMMN 

orp o 
orp 1 

11 204090.9091 ~ 6 5 . 6 6 7 2  19135.6186 161454.1~6 TO mn7.7136 
31 L S ~ ~ . S O C , S  45396.7397 81~3.49~2143274.14i4 TO i 7 ~ n . ~ s s  

TOTAL 42 171492.8571 53634.1464 8275.9285 154779.2801 TO 188206.4342 

kXED EFpEcrs MODEL 50523.4669 7795.9402 155736.6738 TO 187249.0404 

RANDOM EppEcrs MODEL 23718.5303 -129879.536 TO 472865.2499 

RANDOM EFPECJS MODEL - ESTIMATE OF BmWEW COMPONWTVARLANCE 818078629.6343 



0 GROUP MINIMUM MAXIMUM 

Grp 0 138000 .~324000 .0000  
Glpl  6 4 o 0 0 . ~ 2 9 l r n . 0 0 0 0  

TOTAL 6 4 0 0 0 . ~ 3 2 4 0 0 0 . 0 0 0 0  
16 Aug 92 881 HIIlSIDE DATA EVALUATION 
1618:12 DATAIBACKGROUND ANALYSIS 

F'agc 178 

Test~ for Homogcncity of Vuiancea 

cochraru C = Mu. VarimcdSum(V*) = .6615, P = .143 (Approx.) 
B d m - B ~ x  F 5 1.795, P = A81 
Muhaurn vvhnce I Minimrrm vuisncc 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:18:12 DATABACKGROUND ANALYSIS 

1.954 
Pngc 179 

proccdingtuk requirrd .07 lccoadr CPU he; .OO lecaads elapud. 

-> NPAR TESTS M-W=CONC BY SOURCy0,l). 

?here rn 199,616 bytes of manory nvdable. 
?he hugat contiguous M has 199,616 byta. 

***** Workapace llloars for 7127 ~ d c l  for NPAR tmta ***** 

16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:18:14 DATABACKGROUND ANALYSIS 

27.73 11 SOURCE = .OO 
19.29 31 SOURCE = 1.00 - 

42 Told 

Exact Correctad for tia 
U W 2 - T d ~ d P  2 2-Tded P 

102.0 305.0 .0508 -1.9597 .OS00 

16 Aug 92 881 Hll lsIDE DATA EVALUATION 
16:18:14 DATAIBACKGROUND ANALYSIS 

Pagc 180 

Pagc 181 



TITLE '881 HIUSIDE DATA EVALUATION'. - > SUBTITLE 'DATABACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

Thir coulmrd will rcd 1 lwndB from chcm2l.dat 

DATA LIST FILE L: W l h t l  FIRST 1-3 (A) CONC 4-28 (10). 

F I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> 
-> 
-> SETBXANKSaO. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
- > 
-> SETwIDTH=SO. 
-> DES- VARUBLBS=OONC - > ISTATISTICS~AU, 

IF (FIRST EQ 'N') SOURCK=l. 
IF (FIRST NE 'N) SOlJRCE=O. 

SELECT IF (FIRST EQ 'N'). 

>WuniOg # 11003 
>?hcnewdefauttmhun-styleprintinganaotbelardforthin DESCRIPTIVES,M 
>there arc too many shltistig to print on one line per variable. Old style 
>prill* Wil l  be lard inrtad. 

Thm an 197,992- of munory avnihblc. 
The -cut contiguouu area han 197.792byla. 

76 byla of manory requid for the DEScRIpTlvEs procedure. 
4 bytes have M y  beeu acquimi. 
72 bytcs raminto be8cquirrd. 
16 Aug 92 881 
1618:16 DATAIBACKGROUND ANALYSIS 

DATA EVALUATION 

Number of vplid 0b.rrVlriarrcl (iidwk) = 31.00 

Variable CONC 

Man 1010.968 S.E. Man 176.790 
StdDeV 984.325 Variance 968895.699 
K~utoaiS 28.138 S.E. Kurt A21 
Skcaacu 5.194 S.E. Skew .421 
Range 5650.000 Minimum 550.0000000 
Maximum 6200.oM)o Sum 31340.000 

V.lid~bcrvstiOns- 31 M i u i C h D W h -  0 
16 Aug 92 881 HILLSIDE DATA WALuAnoN 
1618:16 DATABACKGROUND ANALYSIS 

Page 182 

Rgc 183 

Prccediagraslr f?quimi .ll ~ C P U  thnc; .oo - el.ped. 

-> TEMPORARY. 
-> 
-> sErwIDTH=so. 
-> DESCRIPrrVESVARUBLES-CONC - > ISTATISTICS=AU 

SEL,ECT IF (PIRST NE 'N'). 

>warning # 11003 
>The new default oohmm-aylc printing cannot be used for thin DESCRIPTNES, M 

>there arc too many abuintia to print on one line per variable. Old style 
>printing will b e d  i r m t d .  

Thm arc 199,528 bytea of memory available. 
The large& wntiguoua uea h198,816byta.  



e 76 bytea of memory rsquirrd for the DESCRIFTIVES procedure. 
4 bytw have atrrady beea acquired. 
72 bytw manaiuto be acquirrd. 
16 Aug 92 881 HILTSIDE DATA EVALUATION 
16:18:18 DATAlBACKQROUND ANALYSlS 

Numbcrofvllidob.nvlltioas(lirtwise) = 11.00 

Variable CONC 

MtaD 769.091 S.EMcan 63.439 
SbiDav 210.402 Variance 44269.091 
Kl~t~~is -.536 S.E. Kurt 1.279 
S k m w  .428 S.E. Skew .661 
Range 660.000 Minhntnn 440.0000000 
Maximrrm 1100.0000000 sum 8460.000 

v~ooktrvl t ionr -  11 MissingobsmdoM - 0  
16 Aug 92 881 HILlSIDE DATA EVALUATION 
1618:18 DATA/BACKGROUND ANALYSIS 

Prccedingtulr requid .05 accoda CPU time: .00 lecond.elped. 

-> ONEWAY CONCBY SOURCE(O.1) 
-> ISTATISTICS=W, 

ONEWAY probicm mpim 228 byta of mcmmy. 

Them uc 199,616 bytw of mano!y av.iLblc. 
T ~ c  largcat contiguous area ham 198,456 bytw. 
16 Aug 92 881 HILISIDE DATA EVALUATION 
1618:19 DATAIBACKQROUND ANALYSIS 

Variable W N C  
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

B E "  QROUF'S 1 475000.0279 475000.0279 

WIT" QROUPS 40 29509561.88 737739.0469 

TOTAL 41 29984561.90 

STANDARD STANDARD 
QROUP COUNT MEAN DEVIAlXON ERROR 

Page 185 
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F 
RATIO PROB. 

.6439 .4271 

95 FCT CONFlNT PORMEAN 

O r p O  11 769,0909 210.4022 63.4387 627.7408 To 910.4410 
Orp 1 31 1010.9677 984.3250 176.7900 649.9144 ID 1372.0211 

TOTAL 42 947.6190 855.1788 131.9570 681.1266 TO 1214.1115 

FIXED EFFlEcTs MODEL 858.9174 132.5338 679.7582 TO 1215.4799 

RANDOM EFFZIS MODEL 132.5338 -736.3823 TO 2631.6204 

WARNING-BEIWEENCOhfPONENTVARlANCEISNEGATWE 
IT WAS REPIACED BY 0.0 IN COMPUTING ABOVE RANDOM EFF'ECTS MEASURES 



RANDOM EFFECTS MODEL - ESTIMATE OF BEIWEEN cOMp0"TVARJANCE -16180.4088 

GROUP MINIMUM MAXIMUM 

G q o  440.m 11w.oooo 
Gq 1 55O.oooO 6 2 0 0 . ~  

TOTAL 44o.oooO 6200.oooO 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:19 DATABACKGROUND ANALYSIS 

Page 187 

Tatr for Honwgmehy of V u h a c a  

cochnns C = Max. V.rhncJSlrm(v.rhncs) = .9563. P = .OOO (Appsnx.) 
Bdm-B~x  F = 19,415, P - .OOO 
Maximw VariaacC I Minimum Variance 21.887 

16 Aug 92 881 HILLSIDE DATA EVALUATION we 188 
1618:19 DATABACKGROUND ANALYSIS 

Roccaingtarrl: rquircd .07 .eoonds CPU time; .OO .eoonds eLpsad. 

-> NPAR TESTS M-W=CONC BY SOURCE(O.1). 

Thm are 199,616 bytea of mamry available. 
The &gent contiguolu area hu 199,616byta. 

***** Workspace allawn for 7127 c a m  for NPAR tests ***** 

16 Aug 92 881 W I D E  DATA EVALUA'ITON 
16:18:19 DATABACKGROUND ANALYSIS 

18.05 11 SOURCE= .W 
22.73 31 SOURCE - 1.00 - 

42 T d  

Exact corrected for lira 
U W 2 - T d d P  2 2-TailcdP 

132.5 198.5 -2815 -1.0883 .2765 

16 Aug 92 881 HILISIDE DATA EVALUAllON 
16:18:19 DATABACKGROUND ANALYSIS 

Rgc 189 

-> 



YlTLl? *881 HIUSIDE DATA EVALUATION". 
- > SUBTITLE 'DATAIBACKGROUND ANALYSlS'. .. 
-> INPUTPROGRAM. 
-> 

'Ibis commsndwill rad 1 rscoldshomcbsm22.dat 

DATA UST FILE s= -2.drtl PIRST 1-3 (A) CONC 4-28 (10). 

F I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ 'N') SOlJRCE=l. 
IF (FIRSTNE 'N) SOlJRCE=O. 
SET BLANKS-0. 
END INPUT PROGRAM. 
TEMPORARY. 
SELECT IF (FIRST EQ 'N'). 
SET WIDTK40. 
DESCRPTWES VAlUAELES=CONC 

ISTATISTICS ==ALL. 

There arc 197,992bytm of memory av.ihblc. 
The krgcst contigum area h197.792Lyka. 

76 byra of memory requid for the DESCRIPINES pmcedure. 
4 bytg have already baa .cqutod. 

16 Aug 92 881 H I U I D E  DATA EVALUATION 
16:18:22 DATABACKGROUND ANALYSIS 

7 2 b y t C a d t o b e ~ .  

Number of valid obscrdom (Ihrarire) = 

Variable CONC 

MeSa 733.929 S.E. Mean 29.838 
StdDcv 157.887 Vuiana 24928.439 
K w t ~ ~ i s  4.798 S.E.Kurt .858 
S k m w  1.8% S.E. Skew .441 

Maximum 1300.0000000 Sum 20550.000 

28.00 

RnrIgc 700.000 Minimum 600.0000000 

v.lidobrcivatioM- 28 M i M i n g 0 b . C ~ ~ ~ -  0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:22 DATAIBACKGROUND ANALYSIS 

Page 191 

Page 192 

Precedingtask rquired .ll acconda CPUtimC; 1.00.ecwda ckped. 

-> TEM#IRARY. 
-> SELECrIF0;IRSTNE'N'). 
-> SETWIDTH=80. 
-> DESCRIPTNES VARJABLES=CONC 
-> /STATISTICS*AIL 

> W m b g  I 11003 
> The new default column-.tyle priating cannot be lued for this DESCRIPTNES, an 
>there arc too many mtihca lo print on one line per variable. Okl style 
>printing will be rucd inrtsad. 

There arc 199,528 byiea of manory aMilable. 
'Ihc large& contiguous area lm 198.816bytcr. 



76 bytg of memory requid for the DESCRIPTIVES pmcedurc. 

72 byta rCmaintobc .cquLod. 
16 Aug 92 88 1 HIIJSIDE DATA EVALUATION 
16:18:23 DATABACKGROUND ANALYSIS 

4 byta have . I r c d y ~ 8 c q u i d .  

Numbaofvlllidobacrvdom(li.tartc) = 11.00 

Varhblc CONC 

MLsn 712.727 S.E. Memn 38.614 
smDsv 128.070 valiance 16401.818 
Kuawis 1.143 S.E.Kwt 1.279 
Sksaacll 1.353 S.E. Skew .661 
Range 400.o00 Minimum 600.0000000 
Muimrrm 1o00.0000000 SUm m.o00 

validob.mltion.- 11 MiMiingob.rmtiona - 0  
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:18:23 DATABACKGROUND ANAJ-YSIS 

tdr l'&d .06 Lccood. h e :  1.00 @CCO& E-. 

-> ONEWAY CONC BY SOURCE(O.1) 
-> /STATISTICS=AU. 

ONEWAY problau mluirca 228 bylg of memory. 

?here arc 199.616bylg of memory avlikblc. 
Ibc largest contipoua area bas 198,456 byta. 
16 Aug 92 881 HIllsIDE DATA EVALUATION 
16:18:23 DATABACKGROUND ANALYSIS 

Variable CONC 
ByVui.ble SOURCE 

ANALYSlS OF VARIANCE 

SUMOF MEAN P 
SOURCE D.F. SQUARES SQUARES 

BETWEEN OROUPS 1 3549.8585 3549.8585 

WIT" GROUPS 37 837086.0390 22623.9470 

Page 193 
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P 
RATIO PROB. 

.1569 .6943 

TOTAL 38 840635.8974 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCTCONFINTPORMEAN 

G P O  11 712.7273 128.06% 38.6144 626.6890 TO 798.7656 
Orpl 28 733.9286 157.8874 29.8379 672.7062 To 795.1509 

TOTAL 39 727.9487 148.7347 23.8166 679.7345 TO 776.1629 

FIXED EFFECTS MODEL 150.4126 24.0853 679.1473 TO 776.7502 

RANDOM EFFECTS MODEL 24.0853 421.9162 TO 1033.9812 

WARNING - BFlWEPl cOMp0"TVARIANCEIS NEGATIVE 
IT WAS REPLACED BY 0.0 IN COMPUTING ABOVE RANDOM EFFECTS MEASURES 



RANDOM EFFEcls MODEL - ESTIMATE OF BprwEw COMPONENT VARIANCE -1207.6127 

Grpo 6oo.oooo 1OOo.oooO 
G r p l  6 0 0 . ~  1300.oooO 

TOTAL 6OO.oooO 1300.oooO 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:18:23 DATAIBACKGROUND ANALYSIS 

Page 1% 

Testa for Homogeneity of Vlrhocg 

cochraru C = Max. V . r k a c d S u m ( V ~ )  = .6032, P = .370 (Appmx.) 
BuU~-BOX F = 3 7 6 .  P = .448 
Maximrrm valiance I Minimum V h c e  

16 Aug 92 881 H I U I D E  DATA EVALUATION 
1618:U DATAIBACKGROUND ANALYSIS 

1.520 
Page 197 

PFsocdingtuL fquired .08 lmwmi8 CPU h e ;  .00 #ccol& dap.sd. 

-> 

There u e  199,616bytcs of memory nnihblc. 
The krgcst Contiguow area lua 199,616 bytea. 

***** Workapace lllows for 7127 casea for NPAR tgts ***** 

16 Aug 92 881 HILTSIDE DATA EVALUATION 

NPAR TESTS M-W=CONC BY SOURCy0,l). 

16:18:25 DATAIBACKGROUND ANALYSIS 
0 

- - - - - h-m U - Wilcox~n R.nlr S U ~  W Tat 

CONC 
by SOURCE 

19.55 11 SOURCE = .00 
20.18 28 SOURCE= 1.00 - 

39 Total 

Exact corrsctcd far tiu 
U W 2 - T d d P  Z Z-TClibdP 

149.0 215.0 .8900 -.1569 -8754 

16 Aug 92 881 HILTSIDEDATA EVALUATION 
161825 DATAIBACKGROUND ANALYSIS 

Page 198 
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-> 



TlTLE '881 HILLSlDE DATA EVALUATION'. 
- > SUBTITLE 'DATAIBACKGROLJND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

This cvuund will read 1 d fmm Cheal23.dst 

DATA LIST FILE = chcm23.datl FIRST 1-3 (A) CONC 4-28 (10). 

VUkbb RCC S M  &d 

F I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

- > 
- > 
-> smBxANKs=o. 
-> ENDINWTPROORAM. 
-> IEMPORARY. 
-> SELecrIF(FIRSTEQ'N). 
-> SETWIDTH40. 

IF (FIRST EQ 'N) SOURCE= 1. 
IF (FIRST NE 'N') SOURCE=O. 

-> DESCRIPTNES VARMBLBS=CONC 
- > ISTATISTICS=ALL 

>Warning# 11003 
>Ibc nuw default mlumn-#tyle prding cannot be rwd for thir DESCRIPTNES, M 

>thercarctoomanysBtistics toprintonmchpcrvariable. OHdylc 
> P r i n t i n g W i l l b C r w d i n a c a d .  

Thcrt arc 197,992 bytea of m a n a y  mdabk. 
I b e  largest contigwu uea h~ 197.792 bytm. 

76 byh of mawry reguirsa for the DESCRIPTNES procedure. 
4 bytes have almdy bca~ toqutsd. 
72 byh &to be q u i d .  
16 Aug 92 881 HILISIDE DATA EVALUATION 
16:18:27 DATAIBACKGROUND ANALYSIS 

NIlmbcr of vllid obscrvatians (Wi) - 
Variable CONC 

31 .00 

Mern 10346451.613 S.E. Man 1364051.252 
Std Dcv 7594715.947 Vui.noS 5.16797E+13 
KuttmU 5.168 S.E.Kuri .821 
Skcarnar 2.083 S.E. Skew .421 
Range 34040000.000 Minimum 4160000.00000 
Manimrrm 38200000.0000 Sun 320740000.000 

V r l i d o W ~ l l l -  31 M ~ M ~ O ~ C W & O D S  - '  0 
16 Aug 92 881 HILLSIDE DATA EVALUATtON 
16:18:27 DATAIBACKGROUND ANALYSIS 

Page 201 

prscsainghsk rqlifui .IO d c P u  timt; .00 Iccondselpsd. 

-> TEMPORARY. - > 
-> SFTWXDTH=SO. 
-> DESCRDPZNESVARUBIES-CONC 
-> ISTATISTICS=ALL 

SELECT IF (FIRST NE 'N'). 

>Warning# 11003 
>The new default column-#tyle printing cannot be uscd for this DES-, M 

>tha-c arc too many &a to print 011 m e  line per variable. OH dyb 
>print;ng Will be rwd inaad. 

Ibm arc 199.528 bytm of memory nvrihblc. 
Ibe largest contipoun uea hae 198,816byta. 



a 76 bytea of m a n q  raquired for the DESCRIPTIVES procedure. 

a 

4bytmhavellnsdybm1rcquirsd. 
72 byka temainto be .cquited. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:28 DATAIBACKGROUND ANALYSIS 

Numberofvalidobmv&ms(Wi) = 11.00 

Variable CONC 

Man 6227272.727 S.E. Man 991802.850 
Std Dcv 3289437.918 V-ce 1.08204E+ 13 
Kurtosis 1.329 S.E.Kurt 1.279 
Sk- 1.534 S.E.Skear .661 
Rmge 972oooO.000 Mhrhnum 388oooO.00000 
Maximum 13600000.0000 SIlm 68500000.000 

validobacfirations- 11 wiobtnntioos- 0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:28 DATAIBACKGROUND ANALYSIS 

prsosdiDgt.sk q u i d  .OS d CPU h e ;  .00 occotub okped. 

- > 
- > ISTATISTICS=AJL 

ONEWAY CONC BY SOURCE(0,l) 

ONEWAY problem r e q u h  228 byka of memory. 

There ~vt 199,616- of m e m q  avaikble. 
The largeat contiguous area har 198,456 bytes. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1618:30 DATAIBACKGROUND ANALYSIS 
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Variable CONC 
ByVaripble SOURCX 

ANALYSIS OF VARIANCE 

SUMOF MEAN P P  
SOURCE D.F. SQUARES SQUARES uno PROB. 

BETWEEN GROUPS 1 1.3776E+14 1.37763+14 2.9971 3911 

GROUPS 40 1.83861+15 4.5965E+13 

TOTAL 41 1.9764E+15 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95pcTCONFINTKIRMEAN 

Grp 0 11 6227272.7273289437.918 991802.8504017398.827 To 8437146.627 
Grp 1 31 10346451.617594715.9471364051.257560687.240 To 13132215.99 

ToTAL 42 9267619.w86942896.636 1071312.21 7104060.091 To 11431178.00 

FNED EFFE'CTS MODEL 6779740.644 1096136.697153297.866 To 11381940.23 

RANDOM EpFBcrs MODEL 2135863.93-17871095.6 To 36406333.65 

RANDOM EFFECTS MODEL - ESTIMATE OF BFZWEEt4 COMPONENT VARIANCE *******'****** 



GROUP MINIMUM MAMMUM 

Grp 0 388oooO.OOO 13600000.00 
Grp 1 41M)oo.OOO38200000.00 

TQTAL 388~.00038200000.00 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:30 DATABACKGROUND ANALYSIS 

Page 205 

TMIE for Homogcacity of Vlrknccs 

chcllmm c = Max. vui.nccls~(vuhncg) = 3420, P - .OOO (Approx.) 
BaNCo-Box P 7.408, P = .007 
Muimum VuiaDoc I Mhrimrmr Vuirmce 5.331 

16 Aug 92 881 HILLSIDE DATA EVALUAnON Page 206 
1618:30 DATABACKC3ROUND ANALYSIS 

W i n g t a n k  requid .07 yoollds CPU time; .00 d e w .  

-> NPARTESTS M-W-CONCBY soURcE(0,l). 

There me 199,616byta of lwmory av.ihblc. 
The trgat o~ntiguoru area hu 199.616byta. 

***** Workqmce dmvs for 7127 cua for NPAR 

16 Aug 92 881 HLUIDE DATA EVALUATION 
1618:31 DATABACKGROUND ANALYSIS 

***** 

- - - - - k - W h i t ~ ~ U  - Wilcoxon l h k  SUID W TM 

CONC 
by SOURCE 

14.32 11 SOURCE = .MI 
24.05 31 SOURCE- 1.00 - 

42 TOW 

Euct Co& for tics 
U W 2 - T d ~ d P  Z 2 - T d d P  
91.5 157.5 A222 -2.2601 ,0238 

16 Aug 92 881 IULISIDE DATA EVALUATION 
16:18:31 DATABACKGROUND ANALYSIS 

Page 207 
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TITJX '881 HILUIDEDATAEVALUATION". 
-> SUBTITIE 'DATABACKGROUND ANALYSIS', 
-> INPUTPROGRAh4. 
-> DATA LIST FLLE I Cban24.datl FIRST 1-3 (A) CONC 4-28 (10). 

VuhblcRcc S m t  Ed Formrt 

F X R S T 1 1 3 A 3  
CONC 1 4 28 Fzs.10 

-> IF(FIRSTEQ'N')SOURCE=l. 
- > 
-> SETBIANKS=O. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
-> SELECTIF(FIRSTEQ'N'). 
-> SETWTHE80.  

IF (FIRST NE 'N') SOURCE=O. 

-> DES- VARZABLES=CONC 
- > /STATISTIcS=AIl, 

>Warning # 11003 
>The new default cohnnn-rtyleprinting Qllllot bc uocd for this DESCRIPTNES, an 
>then? uc too maDy rt.tirticl to print on m e  lincpcr vuhblc. old *lc 
>printing Will bcuocd imtad. 

There arc 197,992- of memory .v.ilablc. 
The largest contigwua m has 197,792 bytes. 

76 bytea of manory mqukd for tbc DESCIUPTNES pFoadurc. 
4 byta have M y  btm .oquLtd. 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:18:34 DATADACKGROUND ANALYSIS 

72bytclrcmaintobc.oquirod. a 
Variable CONC 

Man 2677.419 S.E.Man 131.469 
StdDcv 731.988 VariaDce 535806.452 
Kurtori .265 S.E. Kurt .821 
Sk- .785 S.E. Skew .421 

Mfximum4400.0000000 Sum 83000.000 
Range 2900.000 Minhnrrm 1500.0000000 

Vllidobrervatio~- 31 Miuingobmoffsfka~- 0 
16 Aug 92 881 HILTSIDE DATA EVALUATION 
161894  DATABACKGROUND ANALYSIS 
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prradingtask requited .ll Kooadrcpu thoc; . 0 0 d c h p r e d .  

-> TEMPORARY. 
- > 
-> SPTWIDTH40. 
-> DESCRIPTWESVARUBLES=CONC 
-> /STATISTICS=Au, 

SELECT IF (FIRST "E 'N'). 

>Warning# 11003 
>The ow default cohrmn-.tylcprinting cannot be uocd for this DES-, .I 

>there arc too many statida to print on ollt h e  par vuhblc. Old atylc 
>printing will bc uocd ilntcad. 

'Iherc uc 199,528 bytes of memory avlil.blc. 
The targcrt contiguow M has 198,816 byta. 



76 bytm of memory rsquirrd for thc DESCRIPTIVES ptooodun. 

72 bytea ranainto be .cquirrd. 
16 Aug 92 881 NIUSIDE DATA EVALUATION 
16:18:35 DATAlBACKGROUND ANALYSIS 

4 bytm havcalmndybacn .cquirtd. 

Numbcr of vrlid obmationn (Wi) = 

Variable CONC 

11.00 

Mean 2318.182 S.EMean 98.920 
S t d h  328.080 Variance 107636.364 
K m i s  1.695 S.E.Kwt 1.279 
Skcamtrs .260 S.E. Skew .661 
Range 1300.000 Minimum 1700.0000000 
Meximum 3000.0000000 sum 25500.m 

v . l i d o b o c l v d ~ -  11 MiMiiob.ervationn- 0 
16 Aug 92 881 NIUSIDE DATA WALUA'ITON 
16:18:35 DATAlBACKGROUND ANALYSIS 

prscrding~kroquLcd.06lsooDds~U~c; .OOlsooDdsclpsed. 

-> ONEWAY CONC BY SOURCH(0,l) 
-> lSTATISTICS*ALL 

ONEWAY problem qu im 228 bytm of meamy. 

lhcrc .IC 199.616 bytea of mcmory available. 
lhc largeat contiguous area has 198,456 bytea. 
16 Aug 92 881 NIUSIDE DATA WALUA'ITON 
16:18:35 DATABACKGROUND ANALYSIS 

PAgc 211 

PAgc 212 

PAgc 213 

Variable CONC 
Byvariable SOURCE? 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BETWEEN GROUPS 1 1047776.149 1047776.149 2.4437 .1259 

WIT" GROUPS 40 17150557.18 428763.9296 

TOTAL 41 18198333.33 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCTCONFINTFDRMEAN 

OrpO 11 2318.1818 328.0798 98.9198 2097.1749 TO 2538.5888 
Orp 1 31 2677.4194 731.9880 131.4689 2408.9240 m 2945.9147 

m T A L  42 2583.3333 666.2295 102.8014 2375.7216 TO 2790.9451 

FEED EFFE(Jrs MODEL 654.8007 101.0379 2379.1280 TO 2787.5386 

RANDOM EpFEcrs MODEL 183.2792 254.5511 TO 4912.1156 

RANWM EFFEcrs MODEL - ESTMAn OF BETWEEN COMPONENT VARIANCE 38120.9871 



e GROUP MINIMUM MAXIMUM 

G r p O  1700.WW 3OOO.WW 
Grpl 1500.oooO 44W.oooO 

TOTAL 1500.oooO 44OO.oooO 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:35 DATAIBACKGROUND ANALYSIS 

Page 214 

TW for Homopeity of Vuiancss 

C o c k  C = Mnx. VuhnalSum(VuiraC0s) = .8327, P = .001 (Approx.) 
B d ~ U - h x  F 6 . 9 0 5 , P =  .009 
Muimum V h c e  I ?vlinimm vuiancc 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1618:35 DATAIBACKGROUND ANALYSIS 

4.978 
Page 215 

-> NPAR TESTS M-W==WNC BY SOURCE(O.1). 

There are 199.616 bytea of memory avlihblc. 
The largeat mtiguous area ha8 199,616byt~. 

***** Worlopace allow8 for 7127 casea for NPAR tcdta ***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:37 DATAIBACKGROUND ANALYSIS e 

ManRaak 

17.23 11 SOURCE = .00 
23.02 31 SOURCE= 1.00 - 

42 Total 

Exact c o r r s c t c d f o r ~  
U W 2-TdedP 2 2 - T d d P  

123.5 189.5 .1815 -1.3493 .1773 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:37 DATAIBACKGROUND ANALYSIS 
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-> 



TITLE '881 HILLSIDE DATA EVALUATION'. 
-> SUBTL'XU 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA LJST FILE chem25.datl FIRST 1-3 (A) CONC 4-28 (10). 

'IhL, command will read 1 rooorda from chan25.dat 

Variable Rtc start Ed Folrrmt 

FIRST 1 1 3 A3 
CONC 1 4 28 F25.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ 'N') SOURCE= 1. 
IF (FIRST NE 'N') SOURCEPO. 
SET BUNKS=O. 
END INPUT PROGRAM. 
TEMPORARY. 
SELEm IF (FIRST EQ 'N'). 

DESCRIPTZVES VARUBLEs=WNC 
SET W T H E 8 0 .  

ISTA'IISTICS=AIL 

>Warning I11003 
>The new default c o h m n ~ l e  printiag cannot be used for this DESCRIPTNES, M 
>there arc too many mtintica to print on one line pcr variable. Old style 
>printing will be wd irutesd. 

There an 197,992 bytw of memoly avlilablc. 
The largest oontiguous M hs 197,792byta. 

76 bytea of mauw requid for the DESCRIPINES procedure. 
4 bytw have already barn aqukd. 
72 bytes remain to be .cquirrd. 
16 Aug 92 881 HILLSHIE DATA EVALUATION 
16:18:40 DATABACKGROUND ANALYSIS 

Number of vllid obacdom (lirtarbc) 

Variable CONC 

Mern 21290.323 S.E. Man 3258.426 
Std Dcv 18142.149 Vmiancc 329137569.89 
K w b  6.238 S.E.Kurt .821 
Skcwnw 2.667 S.E. Skow .421 

Mnximum 80500.0000000 sum 660000.000 

V d i d o b a c ~ d m -  31 Miuing~kcrv.ti~lll- 0 

31 .00 

Range 72100.000 Minimum 8400.0000000 

16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:18:41 DATABACKGROUND ANALYSIS 
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Precedingtask requid -11 sccodn CPU time; 1.00 womb elapsed. 

-> TEMPORARY. 
-> 
-> SnWIDTH=80. 
-> DESCNPTNESVARUBLES~WNC 
-> ISTATISTICS=AU. 

SELECT IF (FIRST NE 'N). 

>Warning # 11003 
>The now default cohunnwle printing cannot be uscd for this DESCRPTNES, UJ 
>&ere arctoo many .tarirtca to print on one line per variable. Old myle 
>printing Will be used irutesd. 

Them an 199.528 bytea of memory available. 
The largeat contiguous M b.s 198,816 bytes. 



a 76 bytsa of rnemozy r equ i d  for the DESCRIPTIVES produn. 
4bytssh.vtall-e%lybaco,. 
72bytsaIwIaintobe.cquired. 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:18.42 DATABACKGROUND ANALYSIS 

Numbcrof valid obscrmtiom ( h t w b )  = 

Vuiablc CONC 

11.00 

Man 16290.909 S.E. Man 1161.931 
S t d h  3853.688 vlri.na 14850909.091 
KurcoclL .053 S.E. Kurt 1.279 
S k m m  -391 S.ESksa, .661 

hxiulm 22000.0000000 Sum 179200.000 
h l g c  13o00.000 Minimum 9oO0.0000000 

VdidokcMtiOns- 11 Mkiiobsn.tions- 0 
16 Aug 92 881 HIUSIDE DATA WALUAl'ION 
1618:42 DATABACKGROUND ANALYSIS 

PrSceaingtMk rquid .os lecoda CPU time; 1 . 0 0 ~ O k p c l e d .  

- > 
- > ISTATISTICS=ALL 

ONEWAY CONC BY SOURCE(O.1) 

ONEWAY problem rquira 228 bytss of memory. 

There arc 199,616bytsa of -oty available. 
The largeat contiguous area haa 198.456 bytea. 
16 Aug 92 881 HILZSIDE DATA EVALUATION 
16:18:42 DATABACKGROUND AVALYSIS 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN P 
SOURCE D.F. SQUARES SQUARES 

BETWEEN GROUPS 1 202928574.2 202928574.2 

WIT" GROWS &{) 10022636188 250565904.7 

TOTAL 41 10225564762 

STANDARD STANDARD 
GROUP COUNT hfEAN DEVIATION ERROR 

*e 220 

pnec 221 
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F 
RAl'IO PROB. 

3099 .3735 

95 p(JT CONFINT POR MEAN 

-0  11 16290.9091 3853.6877 1161.9306 13701.9671 TO 18879.8511 
Grp 1 31 21290.3226 18142.1490 3258.4261 14635.7284 TO 27944.9167 

lDTAL 42 19980.9524 15792.5305 2436.8404 15059.6533 TO 24902.2514 

FIXED EFFECTS MODEL 15829.2737 2442.5100 15044.4555 To 24917.4493 

RANIXlM EpFEcrs MODEL 2442.5100-11054.0680 TO 51015.9727 

WARNING - B E "  C O M P O N m  VARIANCE IS NEGATIVE 
IT WAS REPIACED BY 0.0 IN COMPUTING ABOVE RANDOM EFFEm MEASURES 



RANDOM EFFECB MODEL - ESTIMATE OF BPrWEW COMPONRNTVARIANCE -29336772431 

Glpo 9oO0.oooo22o0O.oooo 
Grpl 8400.oooo 80500.oooo 

TOTAL 8400.oooO 80500.ooOO 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:18:42 DATNBACKGROUND ANALYSIS 

Tats for Homogcaeity of Vuiaacm 

cochfirns c = Max. V u i . n a l S u m ( V ~ )  = .9568. P = .o0O (Appmx.) 
BartlcO-Box F 19.531, P = .OOO 
Muimum vui.nce I Minimum variance 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
22.163 

Page 224 
16:18:42 DATABACKGROUND ANALYSIS 

Prccedingtd requid .07 d CPU Pime; .00 d c h p . s d .  

-> WAR TESTS M-W-CONC BY S O U R ~ 0 , l ) .  

There arc 199.616byh of memoly available. 
?he lergat contiguous area baa 199,616 byta~. 

***** Workapace allown for 7127 qllg for NPAR tatr ***** 

16 Aug 92 881 HIllsIDE DATA EVALUATION 
16:18:44 DATABACKGROUND ANALYSIS 

- - - - - Mana-WihcyU - WilwxmR.nlr Sum W Tat 

CONC 
by SOURCE 

McanR.nlr c.MI 

22.09 11 SOURCE= .00 
21.32 31 SOURCE= 1.00 - 

42 Total 

Eua correctodfortia 
U W 2-T-P Z 2-TddP 

165.0 242.0 .8880 -.1574 A749 

16 Aug 92 881 HILLSIDE DATA EVALUAnON 
16:18:44 DATABACKGROUND ANALYSIS 

Page 225 

-> 



TITLE "881 HIllsIDE DATA EVAUIATlON'. 
- > SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

niia commsldwvill ld 1 -Ida from chan26.dat 

variableRC.2 start End Format 

DATA LIST FILE = chrm26.datl PIRST 1-3 (A) CONC 4-28 (10). 

F I R S T 1 1 3  A3 
CONC 1 4 28 F25.10 

- > 
- > 
-> SETBIANKS-0. 
-> ENDINPUTPROGRAM. 
-> IEMPORARY. 
-> 
-> S E T W T H = 8 0 .  
-> DESCRLPINES V A R u B L B s = C o "  - > ISTATISTICS PALL 

IF (FIRST EQ 'N') SOURCE.. 1. 
IF (FTRST NE 'N) SOURCE=O. 

SELECT IF (FIRST EQ 'N'). 

>Wemirig # 11003 
> The new default cohnnn-style printing cannot be wd for this DESCRETVES, M 

>there .n too many rtotLtia to priut on m e  liaepcr variable.. Old *le 
>printing will b e d  iartead. 

There arc 197.992 byte8 of memoly available. 
?he krgwt contiguous a m  has 197.792 byus. 

76 bytea of memory Fequired for the DESCRIPTNES prooedurc. 
4 bytu b v c  already ban .cquircd. 
72 bytea rtmain to be .cquimd. 
16 Aug 92 881 HILUIDE DATA EVALUATION 
16:18:46 DATAIBACKGROUND ANALYSIS 

Page 227 

N u m k  of valid obsav.tions (lidwise) = 

Variable CONC 

Mean 7829.032 S.E. Mean 284.442 
Std Dcv 1583.707 Variance 2508129.032 
KlUtOSiS .128 S.E.Kurt .821 
SkeMlas .774 S.E. Skew .421 
Range 6500.000 Minimum 5200.0000000 
MDximum 11700.0000000 Sum 242700.000 

31.00 

Valid~bsrrvclti~ns- 31 Misr ingObW~&OIU - 0  
16 Aug 92 881 €ELISIDE DATA WALUATION p.Bt 22.8 
16:18:46 DATMBACKGROUND ANALYSIS 

procedingtaskrequirsd.11occond.cpUtimC; .OOltooodrehpsd. 

-> IEMPORARY. 
-> SELECTIF(PJRSTNE'W'). 
-> SETWIDTH-80. 
-> DESCRIPTMSVARUBLESICONC 
-> /STATISTICS=AL 

>Warning# 11003 
>?he new default cohrmnatyle p h h g  cannot be wd for this DESCRI-, M 

>there am too many atatietia to print on one line per variable.. Old W e  
>printing will be wd instead. 0 
Them arc 199,528 byte4 of mcmory available. 
Thelargestcontiguourmshas 198,816byus. 



76 byte8 of memoly rsqul.td for the DESCRPTIVES proadurc. 
4bytahave.k.Pdybc€al acquid. 
72bytearcmaintobc.cquirtd. 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
1 6  18:47 DATAfBACKGROUND ANALYSIS 

Nlrmborofvdidobscrdiom(Ibrarise) = 11.00 

Vufable CONC 

Man 7727.273 S.E. Man 551.707 
StdDcv 1829.804 V-cc 3348181.818 
KIU~OS~ 1.640 S.E.Kwt 1.279 
Skswngs 1.317 S.E. Skew .661 

Maximum 11800.0000000 SIlm 85000.000 
Raoge 6u)o.ooo Minimum 5500.0000000 

v l l i d o b s c r v ~ o ~ -  11 MiMillgohavltiool- 0 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
1618:47 DATABACKGROUND ANALYSIS 

PleccdiogtMk rsquiral .os d Cputimc; .w ~ c h p e d .  

- > 
-> ISTATISTICSpU 

ONEWAY CONC BY S O U R ~ O ,  1) 

ONEWAY pmblcm r q u h  228 byta of msmmy. 

There arc 199,616 bytes of m-ry avaiiabk. 
The lsrgest contiguou UQI h.S 198,456 bytes. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:49 DATABACKGROUND ANALYSIS 

Page 229 

mge 230 

mge 231 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BETWEEN GROUPS 1 84072.7552 84072.7552 A309 A613 

WIT" GROUPS 40 108725689.1 2718142.229 

TOTAL. 41 108809761.9 

STANDARD STANDARD 
GROUP COUNT MEAN DEWATION ERROR 95PCTCONFINTFORMBAN 

G r p O  11 7727.2727 1829.8038 551.7066 6497.9941 TO 8956.5513 
Grp 1 31 7829.0323 1583.7074 284.4422 7248.1237 TO 8409,9408 

TOTAL 42 7802.3810 1629.0785 251.3723 7294.734 TO 8310.0376 

FMEDEFFECrSMODEL 1648.6789 254.3%7 7288.2261 TO 8316.5358 

RANDOM EFFEcrs MODEL 254.3967 4569.9658 To 11034.7%1 

WARNING - BETWEEN COMPONENT VARIANCE IS NEGATIVE 
IT WAS REPIACED BY 0.0 IN COMPUTING ABOVE RANDOM EFFECrS MEASURFB 



RANDOM EppBcrs MODEL - ESTLMATE OF BETWEEN alMpoNENTVARIANCE -162215.4221 .e 
GROUP MINIMUM MAxhiNM 

- 0  55w.oooO 11800.oooo 
Grpl 52OO.oooO 117W.oooO 

TOTAL 5200.WW 118W.oooO 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:49 DATAIBACKGROUND ANALYSIS 

Pmgc 232 

Teas for Homogcacity of Vuimcca 

lhchmm C * Mu. V ~ S ~ ~ ~ )  = .5717, P - .524 (Approx.) 
MCU-BOX F = .316, P = ,574 
Maximum vuiancc I Miuimuln vuianot 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1.335 

Page 233 
16:18:49 DATAIBACKGROUND ANALYSIS 

procedmg tmk rsquLrd .07 mecoda h e ;  .W .coo1yI. ekpoa. 

-> NPARTESTS M-W=CONCBY SOURCF!(O,l). 

There fae 199,616 bytea of memory 8Milablc. 
The kgat contiguous area hSl199.616bytce. 

***** Worlrspact allows for 7127 cwr for NPAR tab ***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:18:50 DATAIBACKGROUND ANALYSIS 

e 

MsaaRnak CUCS 

20.68 11 SOURCE= .oo 
21.79 31 SOURCE= 1.00 - 

42 Total 

Exact correctsdfortied 
U W 2-T~ti.4 P 2 2-T&dP 

161.5 227.5 .799& -2577 .7966 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1618:SO DATA/BACKGROUND ANALYSIS 

Page 235 



TITLE '881 HULSIDE DATA EVALUATION'. 
-> SUBTITLE 'DATAlBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA LIST FILE - ehcm27.datl FfRST 1-3 (A) CONC 4-28 (10). 

Tbb command will rmd 1 d from chcm2'l.dat 

Vui .bbRcc S M  ILd Famet 

F K R S T X 1 3 A 3  
CONC 1 4 28 F25.10 

-> IF(FIRSTEQ*N*)SOURCE=I. 
-> 
-> SETBLANICS=O. 
-> ENDINPVTPROGRAM. 
-> IEMPORARY. 
-> 
-> SETWIDRI40. 
-> DESCRIPTNES VARUBLESmCONC 
-> /STAllSTICS=AJL 

IF (FIRST NE 'N') SOURCE=O. 

SELE[JT IF (FfRST EQ 'N'). 

Tkm arc 197,992- of memory evailablc. 
The hrgcst cauiguous M b.s 197.792 bytm. 

76 bytea of m w o y  raquirad for the DESCIWWES procsdurc. 
4 byta h v e  l lmdy  been .oquircd. 
72 bym &to bcecquircd. 
16 Aug 92 881 W I D E  DATA EVALUATION 
161853 DATAiBACKGROUND ANALYSIS 

Msla 25125.806 S.E.M- 5406.088 
StdDcv 30099.822 Vuieucc 905999311.83 
Kurtak 25.995 S.E.Kut 321 
Skswncr 4.9% S.E. Skew .421 
Rangt 166800.000 Miuimum 14200.0000000 
M ' 181000.000000 Sum 778900.000 

Velid - - 31 Mhi iobswvehw - 0  
16 Aug 92 881 HIUIDE DATA EVALUATION 
161853 DATABACKGROUND ANALYSIS 

Psge 236 

Page 237 

~tMkrequ i r rd .10 lecondrcput imc;  .00rccoolllolpsd. 

-> IEMPORARY. 
-> SELECT IF (FIRST NE 'N'). 
-> SEI'WIDTW40. 
-> DESCRIPTNES VARIABLES-CONC 
-> lSTATISTICSsAJL 

>W.miap# 11003 
>.raC llcp~ default oohrmn-.tylc printing c.11Dot be ued for this DESCRIPTNBS, a. 
>&ere u c  too many aatistia to print on one line per variable. old style 
>printiap will be used ilmad. 

Them are 299,528 bytg of memory avaihblc. 
Thelergutcantiguousrb.s 198,816byka. 



72 bytg &to bc e. 
16 Aug 92 881 HILZSIDE DATA EVALUAnON 
1618:54 DATABACKGROUND ANALYSIS 

Number of valid 0b.Crvlh 'ons(limii) = 11.00 

Vlrinblc CONC 

Mean 16145.455 S.E. Mean 979.366 
StdDcv 3248.188 Variance 10550727.273 
KWtOlIis .56) S.E. KIM 1.279 
Skewness .872 S.E. Skew .661 

Maxamum 22200.0000000 Sum 177600.000 
Range 11o00.000 Minimum 11200.0000000 

vliidob8crvatifmn- 11 Mimingobscmtifmn- 0 
16 Aug 82 881 HILLSIDE DATA EVALUAlTON 
16:18:54 DATABACKGROUND ANALYSIS 

Preceaitnsk ltqukd .os @c'xdn CPU time; .00 secondstlaplcd. 

-> ONEWAY CONC BY SOURCE(O.1) 
-> lSTAllSnCS=AU, 

ONEWAY problem r cqu i ~~  228 bytea of mcauory. 

ll~erc arc 199,616bycts of msmory available. 
T5e h g w t  contiguous ma has 198,456bytg. 
16 Aug 92 881 HILLSIDE DATA EVALUAnON 
16:18:55 DATAlBACKGROUND ANALYSIS 

Variable CONC 
ByVariable SOURCE 

ANALYSIS OF VARUNCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BETWEN GROUPS 1 ~ 7 7 4 5 6 2 . 9  ~ 7 7 4 5 6 2 . 9  

WIT" GROUPS 40 27285486628 682137165.7 

ToTAL 41 27940261190 

Page 238 

Page 239 

F 
RAnO PROB. 

.9599 .3331 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCI'CONFlNTFDRMEAN 

G q O  11 16145.4545 3248.1883 979.3656 13963.2925 TO 18327.6166 
Gq 1 31 25125.8065 30099.8225 5406.0877 14085.1021 TO 36166.5108 

n T A L  42 22773.8095 26104.9763 4028.0853 14638.9260 TO 30908.6930 

FlXELl EFFECTS MODEL 26117.7558 4030.0572 14628.7599 To 30918.8592 

RANDOM EFFECTS MODEL 4030.0572-28432.9040 TO 73980.5230 

WARNING - BEIWEEN COMPCJNENT VARIANLT, IS NEGATM3 
IT WAS REPLACED BY 0.0 IN COMPUTIlUG ABOVE RANDOM EFFECTS MEASURES 



RANWM EFFEClS MODEL - ES'IIMATE OF BETWEEN COMPONWT VARIANCE -1685086.9747 

GROUP MINIMUM MAXIMUM 

Grp 0 11200.oooo 22200.oooo 
Grp 1 14200.~181000.oooO 

TOTAL 11200.~181000.oooO 
16 Aug 92 881 HIIUIDE DATA EVALUATION 
16:18:55 DATAIBACKOROUND ANALYSIS 

T ~ s  for Homogady of Vukncg 

cochruu C = Mu. VlrhnCJSum(Vuiancc4) = -9885, P = 
--BOX P 15 32.459, P = .OOO 
Maximum Varianrr I Minimum Variance 

16 Aug 92 881 U I D E  DATA EVALUATION 
16:18:55 DATAIBACKGROUND ANALYSIS 

85.871 

P m x d i u g t ~ k r s q u i i e d . 0 7 ~ C P U t h n t ;  . 0 0 d e h p e d .  

-> NPARTBTS M-WLMINC BY SOURCE(0,I). 

'Ihcrc arc 199,616byIea of mcmory available. 
TheIsrgcatoontipuousircahs 199,616byIea. 

U*** Worlrrpaa d o w a  for 7127 caca for NPAR tats *I*** 

16 Aug 92 881 HILISIDE DATA EVALUATION 
161857 DATABACKGROUND ANALYSIS 

- - - -  - Maaa-whibltyU - Wil00~0nRa& SUD W Tat 

CQNC 
by SOURCE 

15.18 11 SOURCE - .OO 
23.74 31 SOURCE - 1.00 - 

42 Togl 

Eua corraasdfortia 
U W 2 - T W P  2 2 - T d d P  

101.0 167.0 .W73 -1.9891 .M67 

16 Aug 92 881 HIllSfDE DATA EVALUATION 
16:18:57 DATAIBACXGROUND ANALYSIS 

.ooo 

Page 241 

p.pc 243 



TITLE '881 HILISrDE DATA EVALUATION'. 
- > SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA LIST FILE .i cbcm28.datl FIRST 1-3 (A) CONC 4-28 (10). 

'Ibis commandwill read 1 d fromchan28.dat 

Variable RW s m  End Format 

F I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> IF (FIRST EQ 'N') SoURCE=l. 
- > 
-> SETBUNKS=O. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
-> SELECrIF(FIRSTEQ'N'). 
-> SErWIDTH=BO. 
- > DESCRIPTNES VARIABLES =CONC 
- > /STATISTICS =ALL. 

IF (FIRST NE 'N') SOURCE=O. 

>Waning# 11003 
>The new dcfadt cohrmn-stylc printing annot bc lusd for this DESCRPTIWS, .(I 
>therearc too many datktia to print on one linc pcr variable. Old style 
>pM* will be UKd inrtcd. 

76 bpa of manory r equ i d  for the DESCRIFnVES proccdurc. 
4 bytes have alrady ban .cquircd. 
72 bytea d t o  bcacquircd. 
16 Aug 92 881 I-IIUIDE DATA EVALUATION 
161859 DATAtBACKGROUND ANALYSIS 

h w  245 

Nmbcr of valid oktrvations (listwk) = 

Vshbh CONC 

31.00 

Mern 16970967.742 S.E. Maa 713573.373 
StdDn, 3973008.394 V.rhnce 1.57848E+13 
Ku~oM 2.066 S.E.Kurt .821 
Skewnas 1.225 S.E. Skew .421 

MDximum 29700000.0000 Sum 526100000.000 
RMgc 18100000.000 Minhnrrm 11600000.0000 

Validobsrrvatim- 31 ?dbii~bsefintiool - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION P.ge 246 
16:18:59 DATAIBACKGROUND ANALYSIS 

Receding task requid .12 acconda CPU timC; .00 locoDdl elped. 

-> TEMPORARY. 
-> SELECrIF(FIRSTNE'N'). 
-> SETWIDTH=80. 
-> DESCRIPTNES VARIABLES-CONC - > /STATISTICS =All. 

>waning # 11003 
>The now default cohsnnaylt prinhg cannot be lusd for this DESCRIPTIVES, .O 

>them arc too many lgtistia to print on one line per variable. Old style 
>priatingWill bclusd ianad. 

There are 199,528 bytsr of manory available. 
?bc bugcat contiguo~~ uoa has 198,816 bytes. 



76 bytg of memory rquid for the DEScRIprrvES procedure. 
4 bytg b v c  already bceu acquired. 
72 bytcs rcmainto be acquirtd. 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:19:OO DATABACKGROUND ANALYSIS 

Number of Wid obsmntions (Wi) = 11 .OO 

Variable CONC 

Meaa 16827272.727 S.E. Mean 1170088.645 
Std Dcv 3880745.008 Variance 1.50602E+13 
Kurtosis .801 S.E.Kurt 1.279 
Skcwnw .842 S.E. Skew .661 
Range 13600000.000 Minimum 11300000.0000 
Muimum 24900000.0000 Sum 185100000.000 

validobscrvations- 11 MiMiiobstnntions- 0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:00 DATABACKGROUND ANALYSIS 

Preceding task rquid .05 seen& CPU time; .OO ekpssd. 

- > 
-> ISTATISTICSpALL. 

ONEWAY CONC BY soURcE(0,l) 

ONEWAY pr0bl.m rquirw 228 bytea of memory. 

There arc 199,616 bytes of mcmcny available. 
'Ihc largeat contiguous area h 198,456 b e .  
16 Aug 92 881 HILLSIDE DATA EVALKJA'ITON 
16:19:01 DATADACKGROUND ANALYSIS 

Page 247 

Page 248 

page 249 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MIlAN F F  
SOURCE D.F. SQUARES SQUARES uno PROB. 

BETWEEN GROUPS 1 1.6764E+11 1.6764E+11 .0107 .9180 

WITHIN GROUPS 40 6.2415E+14 1.5604E+13 

TOTAL 41 6.2431E+14 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCI'CONFINTpORMEAN 

Grp 0 
Grp 1 

KlTAL 

11 16827272.733880745.008 1170088.65 14220153.42 TO 19434392.03 
31 16970967.743973008.394713573.373 15513656.46 To 18428279.02 

42 16933333.333902198.671 602122.32715717322.59 TO 18149344.07 

FIXED EFFECTS MODEL 3950144.583 609520.542 15701446.33 TO 18165220.33 

RANDOM EFFECTS MODEL 609520.5429188643.329 Kl24678023.34 

WARNING - BETWEN COMPONENTVARIANCEIS NEGA'IWE 
IT WAS REPIACED BY 0.0 IN COWUTING ABOVE RANDOM EFFECTS MEASURES 



RANDOM EFPECTIS MODEL - BSTJMATE OF BETWEEN CO~NENTVARIANCE ************** e 
GROUP MINIMUM MAXIMUM 

Grpo 113MxwH).OO24900000.00 
Grp 1 11600000.0029700000.00 

TOTAL 11300000.0029700000.00 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
161901 DATAlBACKGROUND ANALYSIS 

plsc 250 

T c a ~  for HomogcaCay of Vlriaocrs 

t2ocimm C = Max. VarhncJSum(Vui~~~3) = .5117, P = .917 (Approx.) 
BUtiett-Box F .008 ,P= .929 
MaximumvarhnctIMinimrrmvlriancc 1.048 

16 Aug 92 881 HILLSIDE DATA EVALUATION p.gc 251 
16:19:01 DATABACKGROUND ANALYSIS 

proccdi tank requid .07 d s  CPU he; .OO & ckp.ea. 

-> NPAR TESTS M-W-CONC BY SOURcE(O.1). 

Thm arc 199,616 bytcs of mcmory av.iLblC. 
l'hc krgest contiguous area h.s 199,616bytm. 

***** Worlcspact alloari for 7127 Q ~ Q  for NPAR tgtl***** 

16 Aug 92 881 H I U I D E  DATA EVALUATION 
16:19:02 DATABACKGROUND ANALYSIS 

- - - - -  M.M--CY U - W~~COXOII Rank SUU W T M ~  

CONC 
by SOURCE 

McaaRank Chm 

21.14 11 SOURCE- .00 
21.63 31 SOURCE- 1.00 - 

42 T d  

Euct comctcd for tics 

U W 2 - T d d P  2 2 - T d d  P 
166.5 232.5 .9103 4 1 4 5  .9089 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:02 DATABACKGROUND ANALYSIS 

plsc 252 



TITLE '881 HILLSIDE DATA EVALUATION'. 
- > SUBTITLE 'DATAIBACJCGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

fhis .2ommmdwill rcad 1 d f r O m c h c m 2 9 . d a t  

VariablCRec start End Format 

DATA LIST FILE = -9.d.tl FIRST 1-3 (A) CONC 4-28 (10). 

FfRST 1 1 3 A3 
CONC 1 4 28 F25.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ 'N) SOURCE- 1. 
IF (FIRST NE 'N') SOURCE=O. 
SET BLANKS=O. 
END INPUT PROORAM. 
TEMPORARY. 
SELECT IF W T  EQ 'N'). 
SET WID'IH=80. 
DESCRIPINES VARIABLPS=CoNC 

ISTATISTICS =AIL. 

>W-# 11003 
> 7bc new default cohnnn+le printhg cannot be wd for this DESCRIFTWB, M 
>there .IC too many srathtia to print OD Ollc line per variable. old *le 
>printing wiu be llKd iartad. 

There .IC 197,992 bytm of memory available. 
The largest contiguous area baa 197,792byta. 

76 byta of memory requid for tht DESCRUTVES procedure. 
4 byte8 have l l n d y  bea~ ucquired. 
72 bytes &to be.oquirsd. 
16 Allg 92 881 HILUIDE DATA EVALUATION 
16:19:05 DATAIBACKGROUND ANALYSIS 

Number of valid ohw.tionr (Wine)  = 31.00 

Variable CONC 

Mean 38058.065 S.E.M- 6726.060 
S t d h  37449.119 V u h n a  1402436516.1 
Kurtc& 23.718 S.EXurt .821 
Skewam 4.643 S.E. Skew .421 
Range 220900.000 Minimum 7100.0000000 
Maximum 228000.000000 Sum 1179800.000 

V a l i d O h f f ~ ~ O n S -  31 h&Shg- - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1619:05 DATAlBACKGROUND ANALYSIS 

p.ge 255 

Prscedi  tank rquircd .11 seconds CPU h e ;  1.00 d elspred. 

-> TEMmRARY. 
-> 
-> SmW'D'IH=80. 
-> DESCRIPTNES VARMBLFS=OONC 

S W  IF WRST NE "'1. 

-> /STATISTICS=AIl, 

> W e  I 11003 
>The new default column+lcPrinting claaot be wd for this DESCRIFTMS, M 
>tberc .IC too m y  rtatistics to print OD one line per variable. Old dyle 
>printing will be UKd iartad. 

Thm m 199,528 bytea of mcmoly available. 
Thelargest contiguousareahas 198,816byta. 



76 bytsa o f  mamny r equ i d  for the DESCRIPTIVES procedure. 
4 bytca have W y  boca acquind. 

.. 
72 bytea &to bcaoquirsd. 
16 Aug 92 881 HUlSIDE DATA EVALUATION 
16:1905 DATADACKGROUND ANALYSIS 

Page 256 

Numbcrofvalidob.nr;rtions(lircari.c) = 11.00 

Variable CONC 

Mum 36309.091 s -1 1486.329 
Std Dcv 4929.595 'L8.u.3 24300909.091 
KurtwiS .455 S.E. hurt 1.279 
Sk- -.408 S.E. Skew .661 
Rmgc 17400.000 Minimum 26600.0000000 
Maximum 44oO0.0000000 sum 39woo.000 

validobscnt.tiona- 11 Mtsiobenvltions - 0  
16 Aug 92 881 HILISIDE DATA EVALUATION Page 257 
16:1905 DATAlBACKGROUND ANALYSIS 

~ i t M k r s q u i r s d . 0 5 ~ c p u t i m c ;  . 0 0 ~ c l s p e d .  

- > 
-> ISTATISTICS=Au, 

ONEWAY CONC BY SOURCE(0,l) 

ONEWAY problem r q u k  228 bytea of memory. 

'Tberc are 199,616 bytes of memoty av.ihbIc. 
'Tbe largest c o n t i p u s  area  ha^ 198.456 byccs. 
16 Aug 92 881 HILL5IDE DATA EVALUATION a 16:19:06 DATAlBACKGROUND ANALYSIS 

Variable CONC 
ByVuiablc SOURCE 

ANALYSIS OF VARlANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BElWEEN GROUPS 1 24835425.22 24835425.22 

WITWIN 0ROm 40 42316104575 1057902614 

TOTAL 41 42340940000 

STANDARD STAND- 
GROUP WUNT MEAN DEWATION ERROR 

pact 258 

F 
RATIO PROB. 

.0235 A790 

95 PCI' CONFINT FORMEAN 

Grp 0 
Grp 1 

11 36309.0909 4929.5952 1486.3289 32997.3446 TO 39620.8312 
31 38058.0645 37449.1190 6726.0603 24321.6164 TO 51794.5126 

TOTAL 42 37600.oooO 32135.7411 4958.6525 27585.7979 TO 47614.2021 

FIXED EFFECTS MODEL 32525.4149 5018.7805 27456.6660 TO 47743.3340 

RANDOM EFFECTS MODEL 5018.7805-26169.6293 TO 10136c i 193 

WARNING - BFMrEEN C O m N E N T  VARIANCE IS NEGATIVE 
IT WAS REPJACED BY 0.0 IN COMPUTLNG ABOVE RANDOM EFFECTS MEASURES 



RANDOM EFFECTS MODEL - ESTl?dATE OF BEWEEN cOMp0"T VARIANCE -63619973.5253 

GROUP MINIMUM MAXIMUM 

- 0  266oo.oooo44oO0.oooo 
alp 1 7100 .~228000 .oooO 

lDTAL 7100.oooO228000.oooO 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1619:06 DATABACKGROUND ANALYSIS 

Page 259 

T a b  forH- . OfVukDcSs 

cochna C - Max. VarbcdSum(Varhnca) - 3830, P = .OOO (Appmx.) 
BaNctt-BoxF * 28.597, P .OOo 
M ' V a r i a o c c t ~ ~ V ~ c c  57.711 

16 Aug 92 881 HILLSIDE DATA EVALUATION Page 260 
16:19:06 DATABACKGROUND ANALYSIS 

procedingmk requid .07 IccoDd. CPU timc: .OO d chpsed. 

-> NPARTFSTS M-WzCONC BY SOURCE(0,l). 

Thcrc an 199.616- of manory avrikbk. 
?aelnrgcstomtiguouaaroah.s 199,616bytg. 

***** Wozkspce allows for 7127 CMB for WAR tatr ***** 

16 Aug 92 881 HntSIDE DATA EVALUATION 
16:19:08 DATABACKGROUND ANALYSIS 

27.05 I1 SOURCE= .OO 
19.53 31 SOURCE = 1.00 - 

42 T d  

Euct corroctcd for tied 
U W 2 - T W P  2 2 - T d d P  

109.5 297.5 .0809 -1.7452 .0810 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:08 DATAIBACKGROUND ANALYSIS 

Page 261 

Page 262 



TITLE '881 HILLSIDE DATA EVALUATION'. 
- > SUBTlTLE 'DATAIBACICGROUND ANALYSIS'. 
-> INPUTPROORAM. 
-> DATA LIST FILE = chsm3Ohtl FIRST 1-3 (A) CONC4-28 (10). 

0 
'Ihy commsrd will rssd 1 d from chcm3O.d.t 

Vari.blc Rcc Smt Ead Format 

F I R S T 1 1 3 A 3  
CONC 1 4 28 m . 1 0  

-> IF (FIRST EQ 'N') SOURCE~1. 
-> 
-> SETBIAN'KSP.~. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
- > 
-> SETWIDTH=80. 

IF (FIRST NE 'N') SOIJRCE=O. 

SELECX IF (FIRST EQ 'N') . 
-> DESCRIPTNESVMMBLES-CONC 
-> /STATISTICS-ALL 

>Warning# 11003 
> 'Iht new default oohnntl-.tylc printing cannot be used for mis DES-, UI 

>there an too many Statintica to print on one liacp.rvariablc. OM rtylc 
>priatinpWill  beused instad. 

?%ere an 197,992bytcs of mamoly available. 
% largest conriguous area IIM 197,792 bytea. 

76 bytcs of rnanoly required for the DESCRIPTNES procedure. 
4 bytea have already bcca .cquired. 
72 bytea ruminto beacquired. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:10 DATA/BACKGROUND ANALYSIS 

0 Page 263 

Number of valid o h a t i w  (lishvk) = 

Variable CONC 

31.00 

Mean 9819.355 S.E. Mean 514.446 
StdDcv 2864.311 Vlrhncc 8204279.570 
IC-is -.650 S.E. Kutt .821 
Skewnw .027 S.E. Skew .421 
Range 10500.Ooo Minimum 4500.0000000 
Maximum 15000.0000000 sum 3w4oo.000 

Validobsctvatiolu- ' 31 Missingob~er~alio~- 0 

1619:lO DATA/BACKGROL .I ANALYSIS 
16 Aug 92 881 HIllSIDE D; WALUATION Page 264 

PrecedingtMk rsquLtd . l l  Bccond# CPU timc; .00 lconlda ekped. 

-> TEMPORARY. 
-> S E L E C T  IF (FIRST NE 'N'). 
-> SETWIDTH-80. 
-> DESCRIPrrVESVARIABLES=CONC 
-> ISTATISTICS~ALL 

>Wuning Y 11003 
> The new default coh-s tyle  printing cannot be \ped for thir DESCXPTWES, M 
>there an too many stafistica to print on one h e  per variable. OM rtylc 
>printing will be used instad. 

'Ihcre an 199,528bytm of memory available. 
'Ihc largest coatiguoua area baa 198,816 bytea. 



76 bytea of manoryroquircd for thc DESCRIPTNES procedure. 
4 bytm hve .Itady beeu acqukd. 
72 bytm rranaiato be. acqukd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:11 DATAIBACKGROUND ANALYSIS 

Number of valid ohcrv.tians (Wi) = 

Vlrnble OONC 

Mean 12518.182 S.E. Man 895.120 
StdDeV 2968.777 V.rhnec 8813636.364 
KUaais .a S.E.KW 1.279 
S k m m  -.135 S.E. Skew .661 

6800.0000000 
Maximum 17700.0000000 Sum 137700.000 

11.00 

. .  Range 1o900.000 

V& obcnntions - 11 hliningohcrvlltionr - 0  
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:1911 DATAIBACKGROUND ANALYSIS 

ONEWAY pmblan reclutg 228 bytes of memory. 

Thuw are 199,616bytes of memory available. 
7hclarpatcodguowurahks 198,456bytts. 
16 Aug 92 881 HazsIDE DATA EVALUATION 
161912 DATAIBACKGROUND ANALYSIS 

Page 265 

Page 267 

Variable CONC 
ByVuhrble SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

B m  GROUPS 1 59136439.74 59136439.74 

WxT"GR0UPS 40 334264750.7 8356618.768 

F 
RAlTO PROB. 

7.0766 .0112 

TOTAL 41 393401190.5 

STANDARD STANDARD 
OROUP COUNT MXN DEVIAllON ERROR 95PCTcoNFINTFORMEAN 

c;lp 0 11 12518.1818 2968.7769 895.1199 10523.7309 TO 14512.6328 
Orp 1 31 9819.3548 2864.3114 514.4455 8768.7169 TO 10869.9928 

TOTAL 42 10526.1905 3097.6041 477.9707 9560.9091 TO 11491.4719 

FIXED EFFEcrs MODEL 2890.7817 446.0573 %24.6750 TO 11427.7059 

RANWM EFFEcls MODEL 1455.0350 -7%1.7753 TO 29014.1562 

RANDOM EFFECT8 MODEL - ESTIMATE OF BETWEEN COMPONWT VARIANCE 3127203.0512 



0 GROUP MINIMUM MAXIMUM 

Grpo 6800.oooo 177OO.oooo 
Grpl  4500.oooo 15o0o.oooo 

TOTAL 45OO.oooO 17700.oooO 
16 Aug 92 881 €ELUDE DATA EVALUATION 
161912 DATABACKGROUND ANALYSIS 

Testl for Homogaeity of Vui.afg 

COchmn~ C = Max. VlrhncJSum(Variuiec4) = .5179, P = 374 (Approx.) 
Butlctt-Bo~ F = .019, P = .891 
Maximrrm Variance I Miaimum Vuiancc 

16 Aug 92 881 HIllsIDE DATA EVALUATION 
16:19:12 DATAlBACKGROUND ANALYSIS 

1.074 
Page 269 

Preceding task requid .07 d CPU time; .OO motdo ehpsca. 

-> 

'Ihmue 199,616bytaofmsmoryavrihblc. 
'Iht hugat contiguous area hscr 199,616 bytg. 

***** WorLsplcc allowr for 7127 casea for NPAR tats ***** 

NPAR TESTS M-W=CONC BY SOURC40.1). 

16 Aug 92 881 HILLSIDE DATA EVALUATfON 
1 6  1 9  14 DATAlBACKGROUND ANALYSIS 0 

29.32 11 SOURCE= .OO 
18.73 31 SOURCE = 1.00 - 

42 Total 

Eun Corroctcdfortim 
U W Z-TdedP Z 2 - T d d P  

84.5 322.5 .a123 -2.4609 .0139 

16 Aug 92 881 HIUSIDE DATA EVALUATION 
1619:14 DATA/BACKGROUND ANALYSIS 

Page 270 
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TITLE ‘881 HllLsIDEDATA EVALUATION’. 
- > SUBTITLE ’DATAIBACKGROUND ANALYSIS’. 
-> INPUTPROGRAM. 
-> 

This c o d  will nad 1 d from chan3l.det 

Variable Rbc start Eod Format 

DATA LIST FILE c h d l - d a t l  FIRST 1-3 (A) CONC 4-28 (10). 

FIRST 1 1 3 A3 
CQNC 1 4 28 F25.10 

-> IF (FIRST EQ ‘N’) SOURCE=l. 
-> IF(FIRSTNE’N)SOURCE=O. 
-> SETBLQNKS=O. 
-> ENDI”PR0GRAM. 
-> TEMPORARY. 
- > 
-> SETWIDTH40. 
-> DESCRIPllVESVARIABLES=CQNC 

SELECT IF (FIRST EQ ’N’). 

-> ISTATISTICS=AIl, 

>Waminp # 11003 
> n e  new default c o h ~ l c p r i n t i n g  m o t  be UMd for this DESCRIPIIVES, an 
>there .IC too many rratistica to print on one h e  per variable. Old style 
>prioQlg will be UKd imed. 

ncrc am 197,992 bytes of memory avlikblc. 
The largest contiguous MII has 197,792 bytm. 

76 bytm of manory r equ i d  for the DESCRIPTNES procedure. 
4 bytm have alnsdy beta .cquirtd. 
72 b p  &to be acquired. 
16 Aug 92 881 HILTSIDE DATA EVALUATION 
16:19:16 DATAlBACKGROUND ANALYSIS 

Number of vaiid obrtrvltiollcl ( b i s e )  = 31.00 

Mean 3227096.774 S.E. Mean 135763.230 
std ~kv 755897.6n VViancc 571381290323 
K-is .760 S.E. Kurt .821 
SkFMIeM .817 S.E. Skew .421 
Range 331oooO.000 Minimum 213oooO.00000 
M s x i m ~  s44oooO.00000 sum 10004M)00.000 

V . l j d ~ b s ~ r ~ a t i ~ n . -  31 Miaring~bnv.tiOns- 0 
16 Aug 92 881 HILISIDE DATA EVfiUATION 
16:19:16 DATAIBACKGROUND ANALYSIS 

Page 272 

Page 273 

>Warning # 11003 
> n e  new default c o ~ k .  printing cannot be UMd for ti& DES-, M 
>them .IC too many stafidca to print on one h e  per variable. Old style. 
>printingwill be Iwd insted. 

’Ibem arc 199.528 bytm of memory available. 
The large& contiguous MII h.S 198,816byka. 



e 76 bytg of m a w r y  q u i d  for the DESCRIFTIVES procedure. 
4 bytea have alrcady bccn acquired. 
72 bytea rauainto be acquired. 
16 Aug 92 881 HILZSIDE DATA EVALUATION 
1619:17 DATAIBACKGROUND ANALYSIS 

Number of valid obwwbou . (Ibtwke).. 1 

Variable CONC 

Mean 3561818.182 S.E. Mcan 
Std Dcv 1255657.741 VuianCC 
K ~ t ~ s i s  1.480 S.E. K I U ~  
S k m w  1.033 S.E. Skew 

Page 274 

.oo 

378595.054 
.57668E+ 12 
1.279 

.661 
Range 452oooO.000 Minimum 1860000.00000 
Maximum 638oooO.00000 Sum 3918oooO.000 

V a l i d o ~ a t i o n s -  11 MiMiiobrrvl.tioru - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:17 DATAIBACKGROUND ANALYSIS 

Fkge 275 

Preceding task requid .OS acconda CPU time; .OO aecoada elapsed. 

-> ONEWAY CONC BY SOVRCE(0,l) 
-> ISTATISTICSpALL. 

ONEWAY problem rsquirrs 228 bytta of memory. 

Them arc 199,616 bytm of manory 11vnilab1e. 
The krgcst contiguorur area has 198,456 bytca. 
16 Aug 92 881 HIllsIDE DATA EVALUATION 
16:19:17 DATAIBACKGROUNI) ANALYSIS 

Page 276 

Variable CONC 
Byvariable SOURCE 

ANALYSIS OF VARUUVCE 

S W O F  MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

B F M r w  GROUPS 1 9.0965E+ll 9.0965E+11 1.1057 .2993 

WITHIN GROUPS 40 3.2908Ef13 8.2271E+11 

TOTAL 41 3.3818E+13 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCI'CONFINTFORW 

Grp 0 
Grp 1 

TOTAL 

11 3561818.1821255657.741 378595.0542718256.W8 TO 4405380.316 
31 3227096.774755897.6719 135763.2302949831.262 TO 3504362.286 

42 3314761.905908199.0705 140138.1593031747.144 TO 3597776.666 

FTXED EFFECTS MODEL 907030.9028 139957.9073031896.416 TO 3597627.393 

RANDOM EFFECTS MODEL 151235.909 1393128.181 TO 5236395.629 

RANDOM EFFEcrs MODEL - ESTIMATE OF BEIWEW CO-NENT VARIANCE ************** 



GROUP MINIMLTM MAXIMUM 

Csrp 0 1860000.0006380000.000 
Grpl 2 1 3 ~ . 0 0 0 9 4 0 0 0 0 . 0 0  

TOTAL 186OO@l.0006380000.00 
16 Aug 92 881 KILISIDE DATA EVALUATION 
16:19:17 DATAIBACKGROUND ANALYSIS 

Page 277 

T a  for Homogatcity of Vlrhnca 

cochnns c = Mu. vuianalsum(vuianoa) = .7340, P = .028 (Approx.) 
BaNOa-Box F = 4.283. P = .039 
Maximum Variance I Minimum Vlrhncc 2.759 

16 Aug 92 881 HILLSLDE DATA EVALUATION Page 278 
16:19:17 DATNBACKGROUND ANALYSIS 

Prsceai task requid .07 socondo CPU time; .OO socondo oLpcd.  

-> NPAR TBTS M-W-CONC BY SOURCE(O.1). 

'Ihcrc am 199.616byta of memory amihble. 
ThC hrgcdt contiguoun area baa 199,616 byta. 

***** Worknpace allows for 7127 for WAR tgts ***** 

16 Aug 92 881 €ELISIDE DATA EVALUATION 
16:19:19 DATAIBACKGROUND ANALYSIS 

23.91 11 SOURCE- .00 
20.65 31 SOURCE - 1.00 

- 
42 TOM 

Eua Corroaed for ties 
U W Z T d d P  2 2 - T d d P  

144.0 263.0 .46M -.1582 .e484 

16 Aug 92 881 HIllsIDE DATA EVALUATION 
161919 DATAIBACKGROUND ANALYSIS 
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TITLE ,881 HIUSIDE DATA NALUAllON'. 0 - > SUB= 'DATAlBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

mlis c o d  will d 1 d from Cbd2.d.t 

Variable Rec stan !&Id Farrrmt 

DATA LIST FILE = Cbcm32.d.tl PIRST 1-3 (A) CONC 4-28 (IO). 

F I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ 'N') SOURCE=l. 
IF (FIRST NE 'N') SOURCK=O. 
SES BLANKS-0. 
END INPUTPROGRAM. 
TEMPORARY. 
SELEm IF (FIRST EQ 'N'). 
SET WIDTH=80. 
DESCXUFTMB VARIABLESLCONC 

ISTATISTICS=U 

>Wuning # 11003 
>The new default colrrmMtyleprin~ cllll~ot be used for this DESCRIFTIVES. M 
>there arc too m y  datiaicd to print 011 m e  line pcr variable. old *le 
>printing will bc used iartad. 

Bere arc 197,992 bytea of mclllory available. 
Ihc lnrgeat contiguous M hen 197,792byb. 

76 byta of manory nquiral for tbc DESCRPTNB procedure. 
4 bytts have ahm&y heen q u i d .  
72bytanmaintobcacqcquircd. 
16 Aug 92 881 HILISDE DATA EVALUATION 
1619:22 DATAlBACKaROUND ANALYSIS 

paEc 281 

Number of valid observationr (IimvMc) = 31.00 

Variable CONC 

Mean 295806.452 S.E. Mean 14286.878 
Std Dcv 79545.970 Variance 6327561290.3 
Icrntasia -.012 S.E. Kurt 321 
Skcamas A24 S.E. Skew .421 

hhximum 476000.000000 Sum 917oooO.000 
RsDgc 331000.000 Miaimrrm 145000.000000 

validobsrrvltions- 31 Mislingob.srv.tioM- 0 
16 Aug 92 881 H I U I D E  DATA WALUATION Psgc 282 
€6: 1922 DATAIBACKffROUND ANALYSIS 

proceding mk r e q u i d  .12 .bcoDd. CPU h e ;  .OO ncconde elap8cd. 

-> TEMPORARY. 
-> SELECXIF(PIRSTNE*N'). 
-> SETWID'IH-SO. 
-> DESCRtPTlVES VARIABLES=CONC 
-> ISTATISTICS~AU, 

>warning I 11003 

>printing wiu bc wed imovi. 

>"he new default columnstyle printing cannot bc used for thin DESCRIPTIVES, .I) 
>there are too many aatistia to print on one line per variable. Old atyk 

There arc 199,528 bytar of memory available. 
"he largest contiguous nrca hen 198,816 byta. 



76 bytea of memory mquLed for the DESCRIPTNES proculun. 
4 bytw have already becn aquhd.  
72 bytar iudato beaoquirad. 
16 Aug 92 881 HIUIDE DATA EVALUATION 
16:19:23 DATA/BACKGROUND ANALYSIS 

Mean 353818.182 S.E. Mean 42993.830 
StdDcv 142594.403 Vuiance 20333163636 
Ktutais 5.392 S.E.Kut 1.279 
Skcamgs 2.315 S.E. Skew .661 

Muimrrm 734000.000000 Sum 3892000.000 
Range 477000.000 Minimum 257000.MxxMo 

Vrlid otmemhm - 11 Mitriryob.cnt.tioas - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
161923 DATNBACKGROUND ANALYSIS 

prscsding~mquLed.05leoondscPutimc; . o o ~ c k p . e d .  

- > 
-> ISTATISTICS~SAU, 

ONEWAY CONC BY SOURCE(0,l) 

ONEWAY problem rcquirra 228 bytm of msmo~~ .  

There arc 199,616 bytea of rnanoxy available. 
"he largeat codguolu area han 198,456 bytea. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:23 DATA/BACKGROUND ANALYSIS 

Page 283 
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Variable CONC 
ByVuiablc SOURCE 

ANALYSIS OF VARJANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES uno PROB. 

BETWEEN GROUPS 1 27323524927 27323524927 2.7799 .lo33 

WITHIN GROUPS 40 3.9316E+11 9828961877 

TOTAL 41 4.2048E+11 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 9SPCTcoNFINTlQRMEAN 

G p  0 11 353818.1818 142594.402542993.8300258021.9831 To 449614.3805 
c;lp 1 31 295806.4516 79545.9697 14286.87792m28.7~36 TO 3 ~ ~ . 4 . 1 4 %  

IVLU. 42 311000.oooO10I270.225315626.3350279441.9754 70 342558.0246 

FIXED EFpEcrs MODEL 99141.121015297.8071280081.9777 To 341918.0223 

RANDOM EFFECTS MODEL 29914.2687-69096.6850 TO 691096.6850 

RANDOM EEFEcrs MODEL - ESTIMATE OF BPrWEN C O M Q M  VARIANCE ************** 



orpo  257m.~734000.ooOo 
Olp 1 145000.~476Wl.0000 

TOTAL 145OW.0000734WO.ooOo 

161924 DATAJBACKGROUND ANALYSIS 
16 Aug 92 881 H I L L -  .d DATA EVALUATION Page 286 

Tcsts for Homogeity of VarLncss 

Cochrans C - Max. VarkocdSumWuiancea) = .7627. P = .012 (Approx.) 
BartlCa-Box F = 5.748, P - .017 
Msrimum Variance I Miuimutn V& 3.213 

16 Aug O 2  881 HILTSIDE DATA EVALUATION Pagc 2:- 
16:19:24 DATAlBACKGROUND ANALYSIS 

Preceding tank quid .07 d CPU time; 1.00 d ckpod. 

-> NPAR TESTS M-WeCONC BY SOURCE(0,l). 

Them arc 199,616 bytea of memory available. 
The lrugat contiguous M &an 199,616 bytcs. 

***** Workspaw alloars for 7127 -a for NPAR tgts ***** 

16 Aug 92 881 HILLSIDE DATA EVAI-UATION 
16:19:24 DATAJBACKGROUND ANALYSIS 

- _ _ - -  Msnn-Whitmy U 1 Wilcoxon Rnak Sum W Tmt 

CONC 
by SOURCE 

MunRnak Cwe 

26.00 11 SOURCE= .OO 
19.90 31 SOURCE= 1.00 - 

42 Total 

Ersa. C o d  for tim 
U w 2-TdCdP Z 2 - T ~ i l ~ d P  

121.0 286.0 .I633 -1.4162 .1M7 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:1924 DATAJBACKGROUND ANALYSIS 

Page 288 
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TITLE "881 HILLSIDE DATA EVALUATION'. 
-> SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATAUSTFILEs chcm33.&t/tlT1-3(A)cONC4-28(10). 

'ibis comauad will rced 1 recoxdm fFom chea133.&t 

F I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> IF(PIRSTEQ'N')SOURCE~l. 
- > IF (FIRST NE 'N') SOURCE=O. 
-> SETBIANKS=O. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
-> 
-> SETWIDTH=80. 
-> DES- VARUBLES=cONC 
-> /STATIS'IICS~ALL 

SELECT IF (FIRST EQ 'N'). 

>WamingiV 11003 
>The new default cohrma-aylc printing cannot be UMd for this DESCRIPTIVES, M 
>thcrcuctoo many .tatistics to print 011 ollc linc pervariablc. old style 
>print ingWil lbCUMdinstcad.  

Them uc 197,992 bytm of memory aMikblc. 
The largclt contiguoue ma hsl197.792 bytm. 

76 bytm of manory rquired for the DES- procadurc. 
4 bytea have already been .cquted. 
72 bytea d t o  beaupired. 
16 Aug 92 881 H I U I D E  DATA EVALUATION 
16:1928 DATMBACKGROUND ANALYSIS 

Number of valid obscrvatiom (listarisc) = 

Vuiabl~ OONC 

MUU 62.903 S.E.Man 1.244 
Std Dtv 6.925 valiance 47.957 
KIUtCUi .131 S.E. K u t  A21 
Skmvnme . 1 8 4  S.E. Skew .421 

30.000 Minimrrm 50.0000000 
Maximum 80.0000000 SUm 1950.000 

31.00 

Validobcnntions- 31 Mislmgobmvdom - 0  
16 Aug 92 881 HIILSIDE DATA EVALUATION 
1619:28 DATMBACKGROUND ANALYSIS 

Page 290 

Page 291 

Procedingtask rquid .10 mccond8 mu lime; 1.00 accax& ekpral. 

-> - M Y .  
-> SELECI'IF(FIRSTNE'N'). 
-> SETWIDTH-80. 
-> DESCRDTlVB VARIABLES=CONC 
-> /STATISTICS=AL 

>W.ming# 11003 
>The new default cohfmDayle printing cannot be used for this DJEiCRIPTMB, M 
>there arc too many statintics to print OD me h e  per variable. Old style 
>printing will be lucd instcad. 

Them uc 199,528 bytea of memory avliLblc. 
The h r p t  contiguou ma hsl 198.816bytm. 



76 bytg of memory r equ i d  for the DESCRIPTNES procedure. 
4 bytea have .Ircady ban r a p i d .  
72 bytw rcmin to bc acquired. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:28 DATABACKGROUND ANALYSIS 

Number of vllid obaawtio~ (liawisc) = 

Vuiable CONC 

MCdO 64.444 S.E. Mern 2.422 

Kuaosia 1.467 S.E.Kurt 1.400 
SkcamcM 1.501 S.E. Skew .717 

Mnximm 80.0000000 slrm 580.000 

9.00 

Std Dcv 7.265 vuiana 52.778 

Range 20.000 Minimcrm 60.0000000 

v . l i d O W O M -  9 ~ & o b s n v r t i O M -  0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:28 DATABACKGROUND ANALYSIS 

Prcccdbtask raquirrd .os ae.co& mu time; .00 uco&ekpsal. 

- > 
- > ISTATISTICS ==ALL 

ONEWAY CONC BY SOURCE(0,l) 

ONEWAY problan quim 228 bytm of memory. 

'Iherc art 199,616 bytes of memory avlihblc. 
'Ihc krgcat contiguous area has 198,456 bytea. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:29 DATAlBACKGROUND ANALYSIS 
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Variable CONC 
Byvariable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES uno PROB. 

B E N "  GROUPS 1 16.5681 16.5681 .3383 5642 

WIT" GROUPS 38 1860.9319 48.9719 

TOTAL 39 1877.5Ooo 

STANDARD STANDARD 
GROUP COUNT MEAN DEVMTlON ERROR 95PCTc3oNpINTFORMEAN 

Grpo 9 64.4444 7.2648 2.4216 58.8602 m 70.~87 
Grp 1 31 62.9032 6.9251 1.2438 60.3631 To 65.4434 

m T A L  40 63.2500 6.9384 1.0971 61.0310 To 65.4690 

FIXED EFFECTS MODEL 6.9980 1.1065 61.0100 TO 65.4900 

RANDOM EFFECTS MODEL 1.1065 49.1908 TO 77.3092 

WARNING - BETWEEN COMPONWT VAlUANCE IS NEGATIVE 
IT WAS REF'UCED BY 0.0 IN COMPUTING ABOVE RANDOM EFFECTS MEASURES 



RANDOM EFFECTS MODEL - ESTIMATE OF B E I "  COMPONENT VARIANCE -2.3229 

GROUP MINIMUM hlAXMWd 

Grpo 60.0000 8O.ooOo 
Grpl  50.0000 8O.oooO 

TOTAL 50.0000 8O.ooOo 
16 Aug 92 881 EIIllslDE DATA EVALUATION 
16:19:29 DATAiBACKGROUND ANALYSIS 

%c 295 

Tats for Homogady of V-cea 

Cochaa C = Max. Varh~~4Srrm(vaMnca) - S239, P = .837 (Appmx.) 
~ - E o x F  = .a, P = A67 
~ ~ V ~ I M i n h n u m V a r h a C c  1.101 

16 Aug 92 881 HILISIDE DATA EVALUATION Page 2% 
16:1929 DATAIBACKGROUND ANALYSIS 

PreccdmgtarrL rspuirrd .07 uccorh CPU timC; .00 d c l a p 8 e d .  

-> NPARTBTS M-W=CONC BY SOlJRCE(O.1). 

There arc 199,616 bytea of mwory avrJhblt. 
The largest contiguou cma baa 199,616 bytm. 

***** Worlopna Illow0 for 7127 cmca for NPAR tata ***** 

16 Aug 92 881 HlLLSIDE DATA EVALUATION 
1619:31 DATABACKGROUND ANALYSIS 

- - - - - Mann-Whh~~U - W~~CUXOII Ranlr S U ~  W Tat 

CONC 
by SOURCE 

21.61 9 SOURCE= .00 
20.18 31 SOURCE .D 1.00 - 

40 Totd 

Euct corrsrrea for ti- 
U W Z T d d P  2 2 - T d d P  

129.5 154.5 .7503 -.3661 .7143 

16 Aug 92 881 HIUIDE DATA EVALUATION 
161931 DATAIBACKGROUND ANALYSIS 
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TITLE "881 HILLSIDE DATA EVALUATION". 
- > SUBTITLE 'DATABACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

Iht canrmrndwill Itad 1 r r o o n k h p m ~ . d e t  

Variable Rcc Start End Fmmst 

DATA LIST FILE = Chem34.d.tl FfRST 1-3 (A) CONC 4-28 (10). 

FIRST 1 1 3 A3 
CONC 1 4 28 FZS.10 

-> IF (FIRST EQ 'N) SOURCE-1. 
-> IF (FIRSTNE 'N') SOURCE-0. 
-> SETBlANKS~O. 
- > END INPUT PROGRAM. 
-> IEMPORARY. 
- > 
-> SETWIDTH-80. 
-> DESCRTPTNES VARMBLES=CONC 
-> ISTATISTICS=ALL 

SELECT IF (FIRST aQ 'N'). 

>Warning# 11003 
> n e  new default columndylepriating cannot be UKd for this DESCRIPTIVES, M 
>the= are too many I1.tiaica to print on one line per v.rhble. Old @IC 
>printing will be UKd inrtad. 

'Ihcrc WC 197,992byteS Of lDaUoiy 8V.ikbIC. 

rttc krgcst contiguous M hmn 197,792 bytea. 

76 byrcd of memory mpid  for the DESCRIPTMS procedure. 
4 bytea have shady bkll .cquirtd. 
72 bytea mnai~~to  beloquirad. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:33 DATAtBACICGROUND ANALYSIS 

Number of valid observ~'ons (btwi.c) = 29.00 

Variable CONC 

M m  2534.483 S.E. Mean 186.838 
SMDev 1006.151 Variance 1012339.901 
KWtOlIis .880 S.E.Kw -845 
Skeamcu 1.261 S.E. Skew .434 
Range 3600.000 Minimum 1500.0000000 
Marimrrm 5100.0000000 sum 73500.000 

validokrervati'ons- 29 MLsiobcn*tions- 0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:33 DATABACKGROUND ANALYSIS 

Page 299 

>Wuning I 11003 
>The new default columa-rtyle phting cannot b? d for this DESCRTPTNES, UI 
>there. are too many statistics to prnrt on one lincpcr v.riablc. Old style 
>printing will be UKd inrtad. 

lberc are 199,528 bytea of memory available. 
Thclnrgcstcontiguousartah.s 198,816bytea. 



76 bytes of memory reguirrd for the DEScRETNES pmadurc. 
4 bytcs have already becD .cquLed. 
72 bytes rCmainto bc.oquirrd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:34 DATADACKGROIJND ANALYSIS 

Number of valid obscrv.tiool (Ihtarhc) = 

Varieible CONC 

11.00 

MCan 1890.909 S.E. Ma0 161.501 
StdDcv 535.639 vviancc 286909.091 
KIU~O& -.995 S.E.Kut 1.279 
Sk-W .868 S.E. Skew .661 
Rsnge 1400.Ooo Minimrrm 1400.0000000 
Marimtmr 2800.0000000 sum 20800.OOo 

ValidobsCrv~OM- 11 w i n g o m  - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:34 DATAAACKGROUND ANALYSIS 

prccatbrgtuLrequirsd.w~cPutimc; .00.ccood.rhp8sd. 

- > 
-> /STATISTICS=ALL 

ONEWAY CONC BY S O U R ~ 0 . I )  

ONEWAY problem r q u k  228 bytes of msmory. 

'Ihcre are 199,616 byta of mwMIy available. 
The largeat codguoua uea hss 198,456 bytes. 
16 Aug 92 881 HUJSIDE DATA EVALUATION 
16:19:35 DATAlBACKGROUND ANALYSIS 

Page 301 
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Page 303 

V.riabic CONC 
ByVlriablc SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BETWEEN GROUPS 1 3303141.850 3303141.850 

WIT" GROUPS 38 31214608.15 821437.0566 

TOTAL 39 34517750.00 

F 
RATIO PROB. 

4.0212 .0521 

STANDARD STANDARD 
QROUP COUNT MEAN DEvUnON ERROR 95PCTCONFlNTFDRMeAN 

GrpO 11 1890.9091 535.6390 161.5012 1531.0620 TO 2250.7561 
Grp 1 29 2534.4828 1006.1510 186.8376 2151.7634 TO 2917.2022 

ToTAL 40 2357.5000 940.1819 148.7507 2056.6234 To 2658.3766 

FIXED EFFECTS MODEL 906.3316 143.3036 2067.3970 To 2647.6030 

RANWM EFFECTS MODEL 337.7663 -1934.2264 To 6649.2264 

RANDOM EFFECTS MODEL - ESTIMATE OF BEIWEW COMPONENT VARIANCE 155592.7770 



Grpo 14oo.oooO 28oo.oooo 
Grpl 1500.oooO 51OO.oooO 

mTAL 1 4 0 0 . ~  51OO.oooO 
16 Aug 92 881 HILUIDE DATA EVALUATION 
16:1935 DATAIBACKGROUND ANALYSIS 

Page 304 

Tgts for Homogeaeky of Variance 

C o c h  C = Max. Varian~~/Sum(V-cea) = .7792, P = .009 (Appmx.) 
Bartlso-Bo~ F = 4.511, P = .OM 
MaximrrmVarianccIA4iIlimmVUiaact 3.528 

16 Aug 92 881 KIllSIDE DATA EVALUATION 
161935  DATAlBACKGROUND ANALYSIS 

Page 305 

Preceding tank requind .07 CPU h e ;  .OO suands chpscd. 

- > NPAR TJSTS M-W-CONC BY SOuRcE(0,l). 

Thm arc 199,616 bytm of manoxy available. 
The kg& C O n ~ O r U  b 199,616bytDs. 

***** Worlrrpscc allows for 7127 a w a  for NPAR tmta ***** 

16 Aug 92 881 HUJSlDE DATA EVALLJATION 
16:19:37 DATAIBACKGROUND ANALYSIS a 

CONC 
by SOURCE 

13.73 11 SOURCE= .00 
23.07 29 SOURCE= 1.00 - 

40 Total 

Exnot corrsasd for tie 
U W 2 - T d d P  Z 2 - T d d P  

85.0 151.0 .0234 -2.2684 .OB3 

16 Aug 92 881 HIUSIDE DATA EVALUATTON 
1619:37 DATAIBACKGROUND ANALYSIS 

Page 306 

Page 307 

-> 



mzE '881 W I D E  DATA EVALUATION'. 
-> SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

This cunumndwill rad 1 rccordrfrOmchem35.dat 

V.rhblcRec Smt E d  Folmclt 

DATA LIST FILE = drad5.d.t I FIRST 1-3 (A) CONC 4-28 (10). 

PIRST 1 1 3 A3 
CONC 1 4 28 F25.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ 'N') SOURCE== 1. 
IF (PIRST NE 'N') SOURCE=O. 
SET BLANKS==O. 
ENDINPUTPROGRAM. 
TEMPORARY. 
SEZECT IF (FIRST EQ 'N'). 
SET WIDTH=80. 
DESCRIPTIVES VARIABLES-CONC 

STATISTICS=ALL. 

>W-% 11003 
> Ibc new default oolumn-style printing atmot bc wed for this DESCRIPTIVES, M 
>thore .Tc too m y  Itatimca to print on one h e  per vuhble. old style 
>prirrthy Will b c w d  inaad. 

There ut 197,992 bytm of memcny available. 
The b e e t  contiguous m a  h~ 197,792 bytea. 

76 byIg of memory rcquird for the DESCRIPTMB proccdurc. 
4 bytrrlmve .Irrsdy becD ucquirrd. 

16 Aug 92 881 HILTSIDE DATA EVALUATION 
161939 DATAIBACKGROUND ANALYSIS 

72~rcmaiatoba.. 

Mma 21632.258 S.E.Msan 3500.625 
StdDeV 19490.654 Vuimce 379885591.40 
Kuitosb 10.232 S.E.KW 321  
Sk- 3.195 S.E. Skow .421 

M . 101000.000000 Sum 670600.000 
F3ngc 91000.000 Minimum loooo.0000000 

V.lidobrcrvaIio~- 31 ~ i a g o b s n v a t i o n s -  0 
16 Aug 92 881 HILUIDE DATA EVALUATION 
16:19:39 DATAIBACKGROUND ANALYSIS 

Page 308 

Page 309 

Proosdiytlsl; requid . 1 1 ~ ~  cw thac; .00 seconds clapod. 

-> TEMPORARY. 
-> 
-> SETWIDTH~SO. 
-> DESCRIPTNESVARIABJJS=CONC 
-> mAnsTICS-Au, 

SELECT IF (FIRST NE "3. 

Them . ~ c  199.528 bym of memory available. 
~ ~ c o n t i g u o ~ ~ m b a s  198,816byta. 



.e 76 bytea of m a n q  requid for the DES- proadurc. 
4 bytm have .Ircady bacn acquird. 
72 bytea &to be.oquirrd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:1941 DATABACKQROUND ANALYSIS 

Page 310 

Numbcr of vnlid obscrvatiolls (Wi) = 

Variable CONC 

11.00 

14890.909 S.E. Mcaa 791.828 
ADcv 2626.197 vuiallcc 6896909.091 
u-~S -515 S.E. Kurt 1.279 

age 84OO.OOO Minimum 10700.0000000 
.1saximmn 19100.0000000 Sum 163800.000 

-.118 S.E. Skew .661 

V n l i d o ~ ~ o n s -  11 MiMiioaarntions - 0  
16 Aug 92 881 U I D E  DATA EVALUATION 
16:19:41 DATAIBACKGROUND ANALYSIS 

Page 311 

Prccedmg mk Icquirtd .05 d CPU time; 1.00 mwrh ekped. 

-> ONEWAY CONC BY SOURCE(0,l) 
-> /STATISTICS=Ay- 

ONEWAY problcm rcquirm 228 bytm of -oxy. 

There ere 199,616 bytea of manory available. 
The krgcst contiguous area has 198,456 bytcs. 
16 Aug 92 881 HILZSIDE DATA EVALUATION 
16:19:41 DATABACKGROUND ANALYSIS 

Page 312 

Vlriable CONC 
ByVlriabIc SOURCE 

ANALYSIS OF VARUNCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES wno PROB. 

BEIWEW GROUPS 1 368976500.5 368976500.5 1.2873 .2633 

WITHIN GROUPS 40 11465536833 286638420.8 

TOTAL 41 11834513333 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95FCTCONFINTFDRMEAN 

O r p O  11 14890.9091 2626.1967 791.8281 13126.6066 To 16655.2116 
Orp 1 31 21632.2581 19490.6539 3500.6248 14483.0283 TO 28781.4878 

TOTAL 42 19866.6667 16989.6047 2621.5529 14572.3330 To 25161.0003 

FIXED EFFECTS MODEL 16930.3993 2612.4173 14586.7742 TO 25146.5592 

RANDOM EFFECTS MODEL 3151.9783-20183.0008 To 59916.3341 

RANDOM ERFECTS MODEL - ESTIMATE OF BETWEN COMPONENT VARIANCE 5070673.5279 



GROUP MINIMUM MAXIMUM 

G r p O  10700.oooO 19100.Mxx) 
Grp 1 1oooo.oooo101ooo.oooo 

'IOTAL 1oooO.~101OOO.WW 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1619:41 DATMBACKGROUND ANALYSIS 

Page 313 

Tsats for H-e of V-w 

chchlas c = Max. V ~ d S U m ( V ~ ~ )  = 3822, P = .ooo (.Approx.) 
BIuUCII-BOXF 28.146,P=- .ooo 
M s x i m u m V d I M ' .  V h a  55.081 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1619:41 DATA/BACKGROUND ANALYSIS 

Page 314 

precedi~rrquimd.07rtcondsCPUtimc; . O O d e l p r e d .  

-> NPARTESTSM-WsCONCBY SOuRcE(O.1). 

Thcn ue 199,616 bytg of msmoly avlikblc. 
Thc hrgsrt contiguous uca has 199,616bytcs. 

***** Workspace d o w s  for 7127 caeca for NPAR tgtrr ***** 

16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:1943 DATMBACKGROUND ANALYSIS 

18.18 11 SOURCE = .00 
22.68 31 SOURCE = 1.00 - 

42 TOM 

Exact Chrcctd for tia 
U W 2 - T d d P  Z 2-T.ilCdP 

134.0 200.0 .3079 -1.0444 .2963 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
161943 DATABACKGROUND ANALYSIS 

Page 315 

P.gc 316 

-> 



TITLE "881 HIllSIDE DATA EVALUATION'. a -> SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA UST FILE = ~ h ~ d 6 . d a t l  FlRST 1-3 (A) CONC 4-28 (lo). 

Tbis command will rcad 1 xwords from ckn36.dat 

Variable Rcc Start E d  Format 

FlRST 1 1 3 A3 
CONC 1 4 28 FZ5.10 

- > 
-> 
-> SETBIANKS-0. 
-> ENDINPUTPROORAM. 
-> TEMPORARY. 
- > 
-> sErwIDTH40. 
-> DESCRIPTNESVARUBLES=CONC 
-> ISTATISTICS=AIl, 

IF (FIRST EQ 'N) SOURCE= 1. 
IF (FIRST NE 'N') SOURCE==O. 

SELECT IF (FIRST EQ 'N'). 

>Warning Y 11003 
>The new default cohnnn-atylc printing cannot be used for this DESCRIPTMB, M 
>&ere arc too many stabcia to print on m e  line per variable. Old *le 
>printing will bc uacti inGod. 

Them an 197,992 Oyw- rnmory av.ikblc. 
The largat contiguow vcp has 197,792 byrce. 

76 bylea of manow rsquired for the DEScRIpllVEs procedure. 
4 bytea have alrrady bccD .cquirsd. 
72 bytea d t o  bcacquired. 
16 Aug 92 881 H I U I D E  DATA EVALUATION 
16:19:45 DATABACKGROUND ANALYSIS 

Number of valid obscrvuions (listwise) I: 27.00 

M- 1668.704 S.E. Man 221.099 
StdDcv 1148.863 Variance 1319886.217 
Kurtosis -1.066 S.E. Kurt .872 
Skewnw .388 S.E. Skew .448 
Rsnge 3565.000 Minimum 265.0000000 
Maximum 3830.0000000 Sum 45055.000 

V a l i d o k a t i 0 ~ -  27 Wingo- - 0  
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:19:45 DATAIBACKGROUND ANALYSIS 

F'qe 317 

Page 318 

Preceding* rsquitad .ll lccQnd8 CPU thnc; .M) - elapod. 
-> TEMPORARY. 
-> S E Z J E T I F F T N E ' N ' ) .  
-> SETWID"-80. 
-> DESCRIPTIVES VAPJABBLCONC 
-> ISTATISTICSIAIL. 

>WamiOg Y 11003 
>The new default cohtmr~-atyle printing cannot be used for thh DESCRWIWES, u 
>them. an too many statistics to print 011 we line pcr variable. old rsyle 
>printing will be used i&ead. 

Them. an 199,528 bytm of memory av.ilablc. 
Tbckrgatcontiguousamhas 1 9 8 , 8 1 6 w .  



76 bytes of m c m q  rquircd for the DESCRXPTIVES procedure. 

72 bytes &to be CIC@-UI. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1619:46 DATAjBACKGROUND ANALYSIS 

4bytghvcalrradybccD acqultd. 

Numbcr of valid obamwmm . ( W i )  = 9.00 

Variable CONC 

Mean 2258.333 S.E.Mean 456.600 
StdDcv 1369.799 Vuiancc 1876350.000 
XWtOllW .220 S.E.I(urt 1.400 
Skcwnas 1.056 S.E. Skew .717 
Rmge 4085.000 Minimum 705.0000000 
M . 4790.0000000 Sum 20325.000 

Valid obwrv&l m- 9 Nissillg~rvuio&l- 0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:46 DATAlBACKGROUND ANALYSIS 

Pmxdillgt.sk rcquLsd .04 acumds CPU time; .Oo B.XXK& chpwd. 

-> ONEWAY CONC BY SOURCE(0,l) 
-7 /STATISTICS-ALL 

ONEWAY problem squired 228 bytea of mwory. 

Thcrc are 199,616 bytea of mcmory available. 
The largest contiguous area has 198,456 bytea. 
16 Aug 92 881 HILTSIDE DATA EVALUATION 
16:19:48 DATABACKGROUND ANALYSIS 

Page 319 
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Vuiablc CONC 
By Vuiablc SOURCE 

ANALYSIS OF VARIANCE 

S W O F  MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BEWEEN GROUPS 1 2346725.926 2346725.926 1.6175 .2121 

WITHIN GROUPS 34 49327841.63 1450818.871 

TOTAL 35 5167456756 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95pcTCONFINTpDRMEAN 

- 0  9 2258.3333 1369.7993 456.5998 1205.4135 TO 3311.2532 
Grp 1 27 1668.7037 1148.8630 221.0988 1214.2286 TO 2123.1788 

TOTAL 36 1816.1111 1215.0787 202.5131 1404.9876 TO 2227.2346 

FIXED E3?pEcrs MODEL 1204.4994 200.7499 1408.1382 TO 2224.0840 

RANDOM EPFECIS MODEL 285.9680 -1817.4557 TO 5449.6779 

RANDOM EFFECTS MODEL - ESTIMATE OF BEIWEW cOMp0"f VARIANCE 66363.4855 



G r p O  705.oooO 4790.oooO 
Grp 1 265.oooO 3830.oooO 

TDTAL 265.oooO 475Q.oooO 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:48 DATAlBACKGROlJND ANALYSIS 

Page 322 

T m  for Homogcllcity of Vuiances 

Cochnna C = Mu. VuiandSumWuiana) = 3 7 0 ,  P = .476 (Appmx.) 
BarUeo-Box F = -384. P = .535 
Maximrrm V U t a a  I Minimm Vuiana 1.422 

16 Aug 92 881 HILLSIDE DATA EVALUATION Page 323 
16:1948 DATAIBACKGROUND ANALYSIS 

PrccedingtasL rsquirrd .07 d CPU lime; .OO d ciapncd. 

-> 

-ere uc 199,616 bytw of manory available. 
The bargat mntiguou M bas 199,616bytsl. 

***** Workqmce allows for 7127 cam for NPAR Ms ***** 

16 hug 92 88 i HILLSIDE DATA EVALUATION 
16:19:50 DATAIBACKGROUND ANALYSIS 

NPAR TESW M-W=CONC BY SOURCE(O.1). 

- - _ - -  Mann-Wbhcy U - Wilcoxon lfmk Sum W Test 

CONC 
by SOURCE 

22.28 9 SOURCE- .00 
17.24 27 SOURCE= 1.00 - 

36 Total 

Exact C o d  for tia 
U W 2-T.itedP Z 2 - T d d P  

87.5 200.5 2184 -1.2424 .2141 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:50 DATAIBACKGROUND ANALYSIS 

Page 324 

Page 325 

-> 



lTIzE "881 HIllsIDE DATA EVALUATION'. 
- > SUBTlTlE 'DATA/BACXGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

This commsld will read 1 reconla from chcm37.dat 

DATA LIST FILE chan37.datl FIRST 1-3 (A) CONC 4-28 (10). 

variable Rsc Stan I3-d Famat 

F I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> 
-> 
-> SETBLANKS=O. 
-> ENDINPuTPRoGR4M. 
-> TEMPORARY. - > 
-> SETWIDTH40.  
-> DESCRIPINESVARIABLESICONC 
-> ISTATISTICS~ALL 

IF (PIRST EQ 'N') SOURCE=1. 
IF (FIRST NE 'N') SOURCELO. 

SELECT IF (FIRST EQ 'N'). 

>W-Y 11003 
>The new default cohtmMtyle printiug cannot be wed for ttrb DESCRTPTNES. .(I 
>there are too many It.tltia to print on one line per variable. Old style 
>printingwill belwd irptsd. 

'here an 197,992 bytes of memory available. 
The hrg& contiguous uea hss 197,792 bytm. 

76 bytes of memory required for the DESCRIPINES pracdurc. 
4 bytg have already bcm LcquLtd. 
72 bytea runain to beacquirrd. 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:19:52 DATABACKGROUND ANALYSIS 

Number of valid obervaliws (lialwiac) = 

Variable CONC 

Man 169.667 S.E. Man 15.508 
std b 65.795 Variancc 4328.941 
Kwtosis 6.014 S.E. Kurt 1.038 
Skcwncaa 1.924 S.E. Skew 3 3 6  
h e  311.000 Minimum 70.0000000 
Mruimum 381.0000000 sum 3054.000 

18.00 

V a l i d ~ b s ~ . t i o n a -  18 h h i i -  - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
161952  DATABACKGROUND ANALYSIS 

Page 326 

Page 327 

prsccdingt .skrequired.1O~CPUtime;  1 . O O d d a p e d .  

-> TEMPORARY. 
- > 
-> SETWIDTH=80. 
-> DESCRIPllVESVARUUaLES=CONC 
-> lSTATISTICS=ALL 

SELECT IF (FIRST NE 'N'). 

>Waminp 111003 
>The new default cohrmn-style printing cannot be lwd for this DESCRIPTNES, .(I 
>there are too many aatiatig to print cm one line per vuiable. Old style 
>printing will be used irptsd. 

There an 199,528 bytes of memory avaikblc. 
The largest contiguous uea hss 198,816bytes. 



e 76 bytra of manory rrauired for the DESCRIPTNES arocedurc. 
4 b& have alrredy b, acquired. 
72 bytca rtmahr to be acquired. 
16 Aug 92 881 HILUIDE DATA EVALUATION 
16:19:53 DATAJBACKGROUND ANALYSIS 

Numbtr of valid ob.crvatiom (Wk) = 

Variable CONC 

9.00 

M a  95.556 S.E. Msan 16.958 
StdDcv 50.875 Variance 2588.378 
K W i a  -1.654 S.E. K w  1.400 
Skewnm .809 S.E. Skew .I17 

Msximum 170.0000000 sm 860.000 
Range 116.000 Minimum 54.0000000 

Validobecwatim- 9 Mi~bgobscrvatim- 0 
16 Aug 92 881 HILUIDE DATA EVALUATION 
16:19:53 DATAJBACKGROUh'D ANALYSIS 

prrccdingtruk requirrd .04 lecodn cpu time: .oo rtcold.elp.ed. 

-> ONEWAY CONC BY SOVRCE(0,l) 
-> ISTATISTICS~AU- 

ONEWAY problem quirea 228 byta of memory. 

Then arc 199,616 byrss of manory avaibble. 
The largest contigwum area has 198,456 bytes. 
16 Aug 92 881 HILUIDE DATA EVALUATION 
16:19:53 DATAlBACKGROUND ANALYSIS 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BETWEEN GROUPS 1 32954.7407 32954.1407 

WITHIN GROUPS 25 94298.2222 3771.9289 

TOTAL 26 127252.9630 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 

Page 328 

F%gc 329 

330 

F 
wno PROB. 

8.7368 .0067 

95 PCT CONFINT FOR MEAN 

Grpo 9 95.5556 50.8751 16.9584 56.4495 TO 134.6616 
cnpl 18 169.6661 65.7947 15.5080 136.9477 TO 202.3856 

TOTAL 27 144.9630 69.95% 13.4637 117.2879 TO 172.6381 

FEED EFFECTS MODEL 61.4160 11.8195 120.6202 TO 169.3057 

RANDOM EppEcrs MODEL 38.6103 -345.6276 TO 635.5535 

RANDOM EFFEm MODEL - ESTIMATE OF BEIWEW COMPONENTVARIANCE 2431.9010 



- 0  54.oooO 170.oooO 
Grpl 70.oooO 381.oooO 

IDTAL 54.oooO 381.oooO 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:1953 DATAlBACKQROUND ANALYSIS 

Page. 331 

Gdmua C = Mu. Vui.nce/Sum~ui.oca) - .6258, P = .366 (Appmx.) 
BuIW-BOX F .64o,P= .424 
hhximum VarhoGc I Minimum Variance 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
161953 DATAlBACICGROUND ANALYSIS 

1.673 
Page 332 

prawdingt.alr rqukd .07 awn& CPU timC; .OO awn&chpsed. 

-> 

'Ihtn arc 199,616bytg of memory rvrihblc. 
' h e  largeat c~ntiguoua rumn hs 199,616bytn. 

*e*** Workspace allowr for 7127 caeca for NPAR 

NPAR TESTS M-W=CONC BY souRcE(O,l). 

. 
***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
161955 DATA/BACKGROUND ANALYSIS 

- - - - - M.nn-whitncyU - W ~ ~ C O X O ~  R.nlr SWJJ W Teat 

CONC 
by SOURCE 

ManRu~k Chum 

8.17 9 SOURCE = .00 
16.92 18 SOURCE= 1.00 - 

27 Total 

Eua corroasd for tied 

U W 2-T.ilsdP Z 2-TdcdP 
28.5 73.5 .0052 -2.7015 -0069 

16 Aug 92 881 HILUIDE DATA EVALUATION 
161955 DATA/BACKOROUND ANALYSIS 

Page 333 

Page 334 

-> 



TITLE '881 HIUSIDE DATA EVALUATION". 
- > SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA LIST FILE chcm38.&t/ FIRST 1-3 (A) CONC 4-28 (10). 

This commaodwill read 1 r e c o r d s f t o m ~ 8 . d a t  

Variable Rcc Start Ed Format 

F I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ 'N') SOURCE= 1. 
IF (FIRST NE 'N') SOURCE=O. 
SET BIANKS=O. 
WD INPUT PROGRAM. 
TEMPORARY. 
SELECT IF (lTRST EQ 'N'). 
SET WIDTH=80. 
DESCRIPTIVES VARlABLES=CONC 

/STATISTICS =ALL. 

>Warning# 11003 
>Thenew defauttcohrmn-rtylcprintingcannotbcluod forthis DESCRIPINES,.s 
>them rue too many statktica to print on one line per variable. Old ltylc 
>printing Wil l  be UMd inacod. 

There rue 197.992byts of mwmy avaikblc. 
The largeat contiguous a+sa hss 197,792 bytee. 

76 bytea of memory laquirrd for the DESCRIPINES procedure. 
4 bytra have already bcm squired. 
72 by&a d t o b e . C q u i r e d .  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:19:57 DATAlBACKGROUPJD ANALYSIS 

Nlrmbmof vnlid observatiom (listark) 5: 

Variable CONC 

31.00 

Mcan 3000645.161 S.E. Mum 113356.356 
Std Dcv 631141.482 vlriaacc 398339569892 
KurtoaM 1.212 S.E.Krut .821 
Skewnas .671 S.E. Skew .421 
Range 287oooo.000 h4inimum 173oooO.00000 
Maximum 4600000.00000 sum 9302oooO.000 

Validobacxvations- 31 Wingobcrntiolls - 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
161957 DATAlBACKGROUND ANALYSIS 

Page 335 
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There arc 199.528 byka of mcmoIy available. 
lkclargeatcon~guousuaahss 198,816byla. 



76 byka of mawry rquiral for the DESCRIPINES proccdurc. 

72 bytcs d t o  beecquircd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
161958 DATABACKOROW ANALYSIS 

4bytcshavcalnadybaa,.cquirrd. 

Variable CONC 

Mcan 3480909.091 S.E. Mcan 256037.833 
StdDcv 849181.424 v.rknrr 721109090909 
Kurtosis 1.468 S.E.Kurt 1.279 
Sk- 1.009 S.E. Skew .661 
Range 3140000.000 Minimum 217oooO.00000 
Maximum 5310000.00000 Sum 38290000.000 

V l l i d o ~ m -  11 wiob.cnntions - 0  
16 Aug 92 881 HIllSIDE DATA EVALUATION 
161958 DATABACKGROUND ANALYSIS 

proceditank rsguiroa .OS lscoldsCPU h e ;  .OO d ehped. 

- > 
-> ISTATISTICXIALL 

ONEWAY CONC BY SOIJRCE(0,l) 

ONEWAY problem mpirca 228 bytes of memory. 

Tberc ere 199,616 bytcs of memory eveileble. 
The largest contiguous arca lun 198,456 byka. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:00 DATAlBACKGROUND ANALYSIS 

Page 337 
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Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BFMrEW OROUPS 1 1.8727E+12 1.8727E+12 3.9093 .OH9 

WIT" QROUPS 40 1.9161E+13 4.7903E+11 

TOTAL 41 2.1034E+13 

STANDARD STANDARD 
QROUP COUNT MEAN DEVIATION ERROR 95PCTCONFINTFDRhEAN 

Grp 0 
Grp 1 

TOTAL 

11 3480909.091 849181.4240256037.8332910421.393 TO 4051396.789 
31 3000645.161 631141.4817 113356.3562769140.591 TO 3232149.732 

42 3126428.571 716256.6015 110520.7932903227.296 TO 3349629.847 

mxED EFFECTS MODEL 692121.3406 106796.641 2910584.502 To 3342272.641 

RANDOM EFFECTS MODEL 253080.020-89256.8141 TO 6342113.957 

RANDOM EFFECTS MODEL - EsTDvfA'IE OF BEIWEEN COMFQNENT VARIANCE ************** 



0 GROUP MINIMUM MAXIMUM 

Grp 0 2 1 7 ~ . 0 0 0 5 3 1 ~ . 0 0 0  
Grpl 173~ .0004600000 .000  

TOTAL 1 7 3 ~ . 0 0 0 5 3 1 ~ . 0 0 0  
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:2000 DATABACKGROUND ANALYSIS 

Tats for Homogcaeity of V-cw 

CoChRns C = Max. V-cdSwn(Vuiru~ce~) = .6442, P = .193 (Appmx.) 
MCtt-Box F = 1.394, P = .238 
MaXimtrmVuiruIceIMiaimumVariaace 1.810 

16 Aug 92 881 H I U I D E  DATA EVALUATION Page 341 
16:20OO DATAlBACKGROUND ANALYSIS 

picccding task rsquired .07 necor& CPU time: .OO accada e-. 

-> 

lherc an 199,616bytce of manoxy available. 
"he largeat contipuou area has 199,616bytcs. 

***** Worlcrpacc dlowr for 7127 ~ ( u b ~  for NF'AR tgol ***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:02 DATAIBACKGROUND ANALYSIS 

NPAR TESTS M-W=CONC BY SOURCE(O.1). 

- - - - -  h - W h i m e y  U - Wilcoxon Rnnk Sum W T& 
e 

CONC 
by SOURCE 

M.anRsnlc Cuca 

28.23 11 SOURCE= .00 
19.11 31 SOURCE - 1.00 - 

42 Total 

Exact corrsctsd for tie3 
U W 2 - T d d P  2 2 - T d d P  
96.5 310.5 .0328 -2.1171 .OM2 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:02 DATAlBACKGROUND ANALYSIS 

Page 342 
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TITLE '881 H I U I D E  DATA EVALUATION'. 
-> SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROORAM. 
-> 

lhis c o d  will read 1 lEccmia from chan39.dat 

Variable Rcc staft M Formst 

DATA UST FILE = chd9 .drr l  FIRST 1-3 (A) CONC 4-28 (10). 

P I R S T 1 1 3 A 3  
CONC 1 4 28 €25.10 

-> 
-> 
-> SETBIANKSsO. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
-> 
-> SETwLDTH=80. 
-> DEScRlpTIvEs VARIABLESICONC 
-> ISTATISTICS=AU, 

IF (FIRST EQ 'N') SOURCE=l. 
IF (RRST NE 'N') SOURCE=O. 

SELECT IF (FIRST EQ 'N'). 

>Waning# 11003 
>The new default columnaylcprinting cannot be used for this DESCRIFTIVES, M 
>there arc too many stathtica to print on one line per variable. Old style 
>printingWill bused inatcad. 

There arc 197.992 bytes of manory avaihblc. 
The largeat contiguous euca ban 197,792 bytcs. 

76 bytea of mmory requid for the DESCRIPTNES procuiurc. 
4 bytes have alrmdy been q u i d .  
72 bytcs rcmSin to be .cquLrd. 
16 Aug 92 881 H I U I D E  DATA EVALUATION 
16:20:04 DATAIBACKGROUND ANALYSIS 

Number of vaLid obacrvationa (limhvisc) = 

Variable CONC 

30.00 

Mean 306.000 S.E. Mean 23.750 
StdDcv 130.082 Variance 16921.379 
K-is 4.148 S.E. K u t  -833 
Skcamtcu 1.902 S.E. Skew .427 

hfaximm 750.0000000 sum 9180.000 
*e 550.000 Minimum 200.0000000 

Valid~b.civstion~- 30 Miss ing~b~st i~p ls -  0 
16 Aug 92 881 HILISIDE DATA EVALUATION 
16:20:04 DATABACKGROUND ANALYSIS 

psgc 345 

Pwedrng task requid .ll sccmds CPU time; .OO ~ c o n d a  elujmcd. 

-> TEMPORARY. 
-> 
-> SETWlDTH=80. 
-> DEScRTpTnrEs VARIABLES=CONC 
-> /STATISTICS=AU, 

SELECT IF (FIRST NE 'N). 

>Warning # 11003 
>The new default cohmn-stylc printing cannot be used for this DESCRIPTMB, M 
>there arc too m y  statirticn to print on one h e  per variable. Old otyk 
>printing will be UMd iustmd. 

Them an 199.528 byta of manoxy availablt. 
The largwt contiguous euca has 198,816 bytes. 



.a 76 bylea of memory rsquired for the DESCRIPTIVES procedure. 
4bytcahovcllrcrdybscD acquired. 
72 bytca rcmainto be acquired. 
16 Aug 92 881 HIllsIDE DATA EVALUATION 
16:2005 DATAIBACKGROUND ANALYSIS 

MC0D 459.091 S.E. Mcan 52.837 
S t d h  175.240 V.rLnrr 30709.091 
K W i s  -1.490 S.E. Kurt 1.279 
S k m m  -.US S.E. Skew .661 
Range 46o.OOo Minhnum 210.0000000 
Maximum 670.0000000 Sum 5wo.OOo 

validobscrv.tiona- 11 MiMiiobscrvationa- 0 
16 Aug 92 881 HILTSIDE DATA EVALUATION 
162005 DATABACKGROUND ANALYSIS 

preccaingtark r equ i d  .os d CPU thnc; .oo d claped. 

- > ONEWAY CONC BY SOURC&O, 1) 
- > /STATISTICS=ALL 

ONEWAY problem xquh 228 bylea of manory. 

Thm Ln 199,616- O f  ~ C m O r y  8Mikblc. 
The hgca contiguous area has 198,456 bytca. 
16 Aug 92 881 HILISIDE DATA EVALUATION 0 16:2007 DATAlBACKGROlJND ANALYSIS 

Variable CONC . 
By Vuiable SOURCE 

ANALYSIS OF VARIANCE 

SUMOP MEAN P 
SOURCE D.F. SQUARES SQUARES 

BFIWEW GROUPS 1 188637.8714 188637.8714 

WIT" GROUPS 39 797810.9091 20456.6900 

TOTAL 40 986448.7805 

STANDARD STANDARD 
OROUP COUNT MEAN DEVIATION ERROR 
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P 
RATIO PROB. 

9.2213 .0042 

95 FCT CONF INT POR MEAN 

G r p O  11 459.0909 175.2401 52.8369 341.3630 To 576.8188 
Grp 1 30 306.oooO 130.0822 23.7497 257.4265 To 354.5735 

ToTAL. 41 347.0732 157.0389 241.5254 297.5056 TO 3%.6408 

FIXED EsrFEcTs MODEL 143.0269 22.3370 301.8922 To 392.2541 

RANDOM m C T S  MODEL 82.7320 -704.1361 To 1398.2824 

RANDOM EFFECTS MODEL - ESTIMATE OF BEIWEEN COMPONENT VARIANCE 10447.6188 



ffROUP MINIMUM MAXIhWM 

G r p O  210.oooO 670.oooO 
Grp 1 200.oooO 750.oooO 

TOTAL 200.oooO 750.oooO 
16 Aug 92 881 HIJBIDE DATA EVALUATION 
16:2007 DATAlBACKGROUND ANALYSIS 

Page 349 

Tam for Homogmeity of Vuinncca 

cochnas c = Mu. vari8tl4sm(v-) = .6447, P - -191 (Appx.) 
Bartla-Bo~ F = 1.390, P = 2 3 9  
hhximum V-cc I Minimrnn Vuisncc 

16 Aug 92 881 HILUIDE DATA EVALUATION 
162007  DATAlBACKGROUND ANALYSIS 

1.815 
Page 350 

M m g t a a k  requid .07 d CPU time; .00 d ekpsed. 

-> NPARTESTS M-W-CONCBY SOURcE(0,l). 

?bere arc 199,616 bytsl of memory .v.ihblc. 
'Ihe k g a t  contiguous area hs 199.616byree. 

***** Worknjmce down for 7127 canca for NPAR Ms ***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:2009 DATAlBACKGROUND ANALYSIS 

Page 351 

CONC 
by SOURCE 

28.55 11 SOURCE- .OO 
18.23 30 SOURCE= 1.00 - 

41 Total 

Exact c.3- for tia 
U W Z-TdcdP Z 2 - T d d P  

82.0 314.0 .0136 -2.4566 .0140 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:09 DATABACKGROUND ANALYSIS 

Page. 352 

-> 



TITLE "881 HILZSIDE DATA EVALUATION". 
-> SUBTITLE 'DATADACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA LIST FILE ~ha114O.datl FIRST 1-3 (A) CONC4-28 (IO). 

0 
?his commnnd will d 1 IDcoFd. from chcm4O.dnt 

Vuieblc Rcc sbut M Famal 

F I R S T 1 1 3  A3 
CONC 1 4 28 F25.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ 'N') SOURCE=I. 
IF (FIRST NE 'N') SOURCE=O. 
SFT BLAMCS=O. 
END INPUT PROGRAM. 
TEMPORARY. 
SELECT IF (FlRST EQ 'N'). 
SET WIDTH=80. 
DESCRTPINES VARIABLlS=CONC 

/STATISTICS=AL.L 

>Warning X 11003 
>The new default columnwle printing munot be umcd for this DESCRIPINES, os 
>there ore too many stntbtics to print on one line per vuiable. Old *le 
>printing will be used instssd. 

There ore 197,992 bytg of msmmy nvnilnble. 
The largest conwou ua bm 197,792byta. 

76 bytea of memory required for the D E S " B  procedure. 
4 bytea have nhsdy btca acquired. 
72 bytg rcmahlto beoquircd. 
16 Aug 92 88 1 HILLSIDE DATA EVALUATION 
16:20:11 DATABACKGROUND ANALYSIS 

Number of valid ob.lv.tiolu (htwb) - 
Vuiable CONC 

Man 463554.839 S.E. M s s ~  72107.680 
Std Dcv 401478.572 V-ce 161185043892 
Kwrosn 1.224 S.E.Kurt .821 
Sktwncss 1.275 S.E. Skew .421 

Maxhnrrm 1560000.00000 Sum 14370200.000 

31.00 

Rmgc 1479000.000 Minhnum 81oO0.0000000 

Valid~bcrvat i~~s -  31 M h i n g o b ~ & ~ ~ ~ -  0 
16 Aug 92 881 H I I S I D E  DATA EVALUATION 
16:2011 DATAlSACKGROUND ANALYSIS 

page 353 
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Proccaing mk requid .13 .tooDd. CPU time; .00 sbconds ekpsed. 

-> TEMPORARY. 
- > 
-> SErWIDTH=80. 
-> D E S C R I F T M 3 V A d O N C  
-> /STATISTICS=ALL 

SELBCT IF (FlRST NE 'NO). 

>Warning X 11003 
>The new defnuk cohrmaaylc printing cannot be used for this D E S C R I m ,  os 
>there ore too many itatistics to print on one line per variable. Old mle 
>printing will be lJncd iostcd. 

There ore 199.528 bytg of memory nMikble. 
The krgst  contiguous OKZI boa 198,816bytm. 



76 bytea of memory roquircd for the DESCRIPTIVES procedure. 

72 bytea remain to be scquirtd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:12 DATABACKGROUND ANALYSIS 

4byIghavcllrcldybcalscquirtd. 

Numbcr of valid obmvatjom (liaarisc) = 

Variable CONC 

Mean 145627.273 S.E. Mean 21818.825 
StdDev 72364.855 VarLna 5236672181.8 
Kurtosis 4.556 S.E. Krvt 1.279 
Skswngs 1.736 S.E. Skew -661 
Range 277200.000 Minhnum 54800.0000000 
Maximum 332000.000000 sum 1601900.000 

validobsrrv.tiona- 11 W i o L W M l i o M -  0 

11.00 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:12 DATABACKGROUND ANALYSIS 

prscedingtank requid .05 & CPU thne; .00 & clap.ed. 

- > - > /STATISTICS =ALL. 
ONEWAY CONC BY SOURcH(O.1) 

ONEWAY problan nquins 228 bytea of memory. 

l’hm arc 199,616 bytea of mcmory available. 
The krgsst oontiguour uea has 198,456byrcl. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:13 DATABACKGROUND ANUYSIS 
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Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEW F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BETWEEN GROUPS 1 8.2066E+11 8.2066E+ll 6.7158 .0133 

WIT” GROUPS 40 4.8879E+12 1.2220E+11 

TOTAL 41 5.7086E+12 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATiON ERROR 95PCTCONFJNTFoRMEAN 

Gq 0 
Gq 1 

T o T U  42 380288.0952373140.090957576.7660264009.4542 To 496566.7363 

11 145627.2727 72364.854621818.8246 97011.9143 To 194242.6312 
31 463554.8387401478.572172107.6802316291.3057 To 610818.3718 

FIXED EFFEClS MODEL 349568.2351 53939.5497271272.1958 To 489303.9946 

RANDOM EFPECIS MODEL 171152.240-1794406.52 TO 2554982.709 

RANDOM EFFECl3 MODEL - ESTIMATE OF BFIWEW OOMPONENT VARIANCE ************** 



0 GROUP MINIMUM MAXIMUM 

Grp 0 54800.oooO332000.0000 
Grp 1 81000.oooO1560000.000 

TOTAL 54800.oooO 1560000.000 
16 Aug 92 881 HIIJSIDE DATA EVALUATION 
16:20:13 DATABACKGROUND ANALYSIS 

Page 358 

Tests for Hmogatcity of Vuiancss 

Cochnna C = Mu. VnrkdSumWariancu) 3685, P = .000 (Approx.) 
BdCa-Box F = 22.595, P = .000 
Maximum Variance I Minhnum Variance 30.780 

16 Aug 92 881 HILLSIDE DATA EVALUATION Page 359 
16:2013 DATABACKGROUND ANALYSIS 

~ i n g t u J k ~ . 0 7 l e o o a d s C P U t i m e ;  .OO.ccoldsekpaed. 

-> NPAR TESTS M-W=CONC BY SOURCE(0,l). 

There arc 199,616bytsl of manmy 8vlJhblc. 
Thehrgartconiigu~ueabu 199,616byta. 

***** Worknpacc alloars for 7127 cum for NPAR tats ***** 

16 Aug 92 881 HIWIDE DATA EVALUATION 
16:20:13 DATABACKOROUND ANALYSIS 0 
- - - - - M.nn-WhhqU - Wilcox~n Rani; Sum W Teat 

CONC 
by SOURCE 

14.45 11 SOURCE= .00 
24.00 31 SOURCE= 1.00 - 

42 Total 

Exact Corrscted for tics 
U W 2 - T d d P  Z Z-TailedP 

93.0 159.0 -0261 -2.2171 .0266 

16 Aug 92 881 HILZSIDE DATA EVALUATION 
16:20:13 DATABACKGROUND ANALYSIS 
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TITLE '881 HILLSIDE DATA EVALUATION". 
- > SUBTITLE 'DATABACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

Tbk comm(LDd will lwd 1 recada from chcmrll.dat 

VuiableRSc s m  Erd Format 

DATA LIST FILE = Chcmrll-datl FIRST 1-3 (A) CONC 4-28 (10). 

F I R S T 1 1 3 A 3  
CONC 1 4 28 €725.10 

- > 
-> 
-> SETBLANKs=O. 
-> wDINPUTPRWRAh4. 
-> TEMPORARY. 
- > 
-> S~WIDTHISO. 
-> DESCRIFITVES VARIABLES~CONC - > /STATISTICS =ALL. 

IF (FIRST EQ 'N') SOURCE= 1. 
IF (FIRST NE 'N') SOURCEzO. 

SELECT IF (FIRST EQ 'N'). 

>Warning# 11003 
>The new default c o h - n t y l e  priuting c.IIwt bc uacd for thin DESCRIPTNES, M 
>there uc too many rrati.tics to print on om b p c r  vuiabk. old style 
>printing will be lucd iustcfd. 

There .IC 197,992 bytes of manory available. 
The largeat contiguotm area has 197,792 bytes. 

76 bytm of memory rquircd for the DEScRPlWES procedure. 
4 bytea have shady been rcqutsd. 
72 bytea &to bc acquired. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:16 DATABACKGROUND ANALYSIS 

Number of valid obravationr, (iiaariSt) - 31.00 

Variable CONC 

Mcan 157729.032 S.E. Mcan 14050.788 
Std Dcv 78231.478 Variance 6120164129.0 
KwtosiS 1.303 S.E. Kurt .821 
Skewnew 1.381 S.E. Skew .421 
Range 291800.000 Minimum 70200.0000000 
Maximum 362000.000000 sum 4889600.000 

ValidobscrVati~~- 31 MiMiokcnntiolu - 0  
16 Aug 92 88 1 HILLSIDE DATA EVALUATION 
16:20:16 DATABACKGROUND ANALYSIS 
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PwxiingEaslc rquircd .ll ldcood. CPU time; 1 . 0 0 ~  chped. 

-> TEMPORARY. 
- > 
-> S m ~ ~ ~ 8 0 .  

SELECT IF (FIRST NE 'N'). 

-> DESCRIFTIVESVARIABLES=CONC 
- > ISTATISTICS=U 

>Warning I 11003 
>The new default cohmn-ntyle priating cannot be wd for thin DEScRWlWES, u 
>there arc too many ~tisticl  to print on one line per wi.blc. Old wle 
>printing will bc urtd iustcfd. 

There uc 199,528 bytes of mcmory available. 
Ibelargcdtcontiguotmnrcahas 198.816bytm. 



a 76 bytea of manoxy rcquirrd for the DESCRPTNES procedure. 
4 bytea h v e  alrcady been acquired. 
72 bytea remain to be acquired. 
16 Aug 92 88 1 HILUIDE DATA EVALUATION 
16:20:17 DATAlSACKGROUND ANALYSIS 

Page 364 

Number of valid 0b.rrv.tioCU (listwise) - 11.00 

Vlriablc CONC 

Mean 120627.273 S.E. Mean 17972.333 
S t d h  59607.484 VuiSncc 3553052181.8 
Krutosia .595 S.E.Kurt 1.279 
Skeamgs 1.193 S.E. Skew .661 

Maximum 249ooo.000000 Sum 1326900.000 
Range 192100.OOO Minimum 56900.0000000 

validobscrvations- 11 MiMiiobcrvationa- 0 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:2017 DATAIBACKGROKJND ANALYSIS 

Page 365 

Preceding task requid .OS d CPU h e ;  1.00 d eltapad. 

-> ONEWAY CONC BY SOURCE(O.1) 
-> /STATISTICS=ALL 

ONEWAY problan r q u k  228 bytea of memory. 

There are 199,616 bytea of memory available. 
The largeat contiguous area has 198,456 bytes. 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:20:17 DATAlSACKGROWND ANALYSIS 

Page 366 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BEWEEN GROUPS 1 11176198358 11176198358 2.0401 .1610 

WIT" GROUPS 40 2.1914E+11 5478386142 

TOTAL 41 2.30313+ 1 I 

STANDARD STANDARD 
OROW COUNT MEAN DEVIATION ERROR 95pcTCONFINTpORMEAN 

Grp 0 11 120627.2727 59607.484317972.3327 80582.4301 TO 160672.1154 
Grp 1 31 157729.0323 78231.4179 14050.7882 129033.4938 To 186424.5708 

TOTAL 42 148011.9ws 74949.0305 11564.8865 124656.1421 To 171367.6675 

FIXED EFFECTS MODEL 74016.1208 11420.9354124929.3327 TO 171094.4768 

18592.1282-88223.3974 TO 384247.2070 RANDOM EFFEcrs MODEL 

RANDOM EFFEcrs MODEL - ESTIMATE OF BEIWEEN COMPONENTVARIANCE 350891661.4107 



GROUP M"W4 MAXZMUM 

G r p O  56900.~249000.0000 
Grp 1 70200.~362000.0000 

TOTAL 56900.~362000.0000 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:17 DATAlBACKGROUND ANALYSIS 

Page 367 

Tests for Homoecacity of Varhncca 

cochrans C = Mu. VariandSum(V-) = .6327, P .233 (Approx.) 
ButlcO-Box F . 9 n ,  P = .324 
MaximMl VsrLnCc I Minimum variance 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1.123 

Page 368 
16:2017 DATAlBACKGROUND ANALYSIS 

Preceding task r equ i d  .08 m o d s  CPU time; .00 muxmds clapad. 

-> NPARTESTS M-W-CONCBY SOURCE(0,l). 

Tbm arc 199,616- of manory avaikblc. 
Tbe krgcst contiguous has 199,616 byta. 

***** Workqmce d o w s  for 7127 cased for NPAR tgts ***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:2019 DATABACKGROUND ANALYSIS 

- - - - - MSULI-W~~~IICYU - W ~ W X O ~  Ranlr S U ~  W Tc& 

CONC 
by SOURCE 

17.05 11 SOURCE= .00 
23.08 31 SOURCE = 1.00 

- 
42 Total 

Exact Corrected for tics 
U W 2-TdcdP Z 2 - T d d P  

121.5 187.5 .1633 -1.4019 .1610 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:19 DATAlBACKGROUND ANALYSIS 

Page 369 
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Preceding task rquircd .W d CPU time; .OO .tcood. elpeea. 

-> 



'ITTLE '881 HUlSIDE DATA EVALUATION'. 
- > SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA LIST FILE = d1&2.d.t! PIRST 1-3 (A) CONC 4-28 (10). 

a 
'Ibis commwxj wiu md 1 rem& from ckn42.dat 

P I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ 'N') SOURCE= 1. 
IF (FIRST NE 'N') SOURCE=O. 
SET BLANKS=O. 
END INPUT PROGRAM. 
TEMPORARY. 
SELECT IF (FIRST EQ 'N'). 
SET \KIDTH==SO. 
DESCRIPTNES VARIABLES=CONC 

/STATISTICS =ALL 

>Warning I 11003 
>The new default cohmurrtylc printing cannot be used for thin DESCRIPTIVES, an 
>them am too nuny * ~ c s  to print on one linc p.r vuiablc. old mylc 
>printing wiu be used inrtsad. 

Tbm am 197.992 bytw of mamory available. 
Tbc largest contiguow area hur 197.792 bytm. 

76 bytm of memory rcquirrd for the DES- procedure. 
4 bytea have shady been acquired. 
72bytcsrwaintobcacqutod. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:21 DATABACKGROUND ANALYSIS 

e Page 371 

Number of valid obnervatiolu (liatwiso) = 

Variable CONC 

Man 54329.032 S.E. Mean 3763.335 
Std Dev 20953.364 Variance 439043462.37 
Kurtosis -283 S.E.Kurt .821 
Skewnum .782 S.E. SLOW .421 

h4axhum 104000.000000 sum 1684200.000 

31.00 

Rmgc 80700.000 Minimum 23300.0000000 

V . l i d o k ~ ~ a t i ~ ~ -  31 MLSing0bstnnti0~- 0 
16 Aug 92 881 HIllsIDE DATA EVALUATION Page 372 
16:2021 DATABACKGROUND ANALYSIS 

Preceding task requid .ll mccondn CPU time; .00 s e e d s  thpai. 

-> TEMPORARY. 
-> SELECrIF(FIRSTNE'N). 
-> SErWID"=80. 
-> DESCRIPTNESVARIABm=OONC 
-> ISTATISTICSpAu. 

>W* I 11003 
> ' I h c n c w d e ~ ~ ~ ~ - r t y l c p ~ t i n g a n n o t b c u s e d  forthis DESCRIPTIVES,an 
>them an too many atatintics to print on one line per variable. Old @le 
>printing wiu be UMd inaad. 

There .IC 199,528 bytea of memory available. 
The largat contiguous area has 198,816bytw. 



76 bytea of memory stquid for the DESCRIPrrVES procedun. 
4 bytea have already bcea acquired. 
72 bytcs rcmaiDt0 bc acquired. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:2022 DATAfBACKGROUND ANALYSIS 

Variable CONC 

Mean 43354.545 S.E. Mean 7303.827 
Std h 24224.053 Variance 586804727.27 
K ~ ~ r u ~ i s  5.908 S.E. Kurt 1.279 
Skcwnw 2.306 S.E. Skew .661 

Maximum 109000.000000 Sum 476900.000 
Range 841oo.oO0 Minimum 24900.0000000 

validoblmv&JM- 11 MiMiiobscrvltions- 0 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:20:22 DATNBACKGROUND ANALYSIS 

prccading tslk requirrd .05 .econds CPU time; .OO .econds elapsed. 

-> ONEWAY CONC BY SOUR~O.1)  - > ISTATISTICS =ALL 

ONEWAY problem rrqvircS 228 bytea of memory. 

l'hm arc 19,616 byta of IIUUIOIY avaikbic. 
l'he largest codguow area bas 198,456 bytea. 
16 Aug 92 881 HILJSIDE DATA EVALUATION 
16:20:24 DATAISACKGROUND ANALYSIS 

Page 373 

Page 374 

Page 375 

Variable CONC 
Byvariable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BETWEEN GROUPS 1 977852903.9 9m52903.9 2.0544 .is95 

WIT" GROUPS 40 19039351144 475983778.6 

TOTAL 41 20017204048 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCrrCONFINTPDRMEAN 

~ r p  o 11 43354.5455 ~224.0527 7303.8267 27080.m6 rn 5%m.ai3 
Grp 1 31 54329.0323 20953.3640 3763.3353 46643.2761 To 62014.7884 

TOTAL 42 51454.7619 22095.8025 3409.4563 44569.2249 To 58340.2989 

FMED EFFECTS MODEL 21817.0525 3366.4443 44650.9240 To 58258.5998 

RANWM EFFECTS MODEL 5503.6877-18476.1958 To 121385.71% 

RANDOM EFFECTS MODEL - ESTIMATE OF BETWEEN COMPONENT VARIANCE 309068%.2814 



a GROUP MINIMUM MAXIMUM 

Grpo 24900.0000109000.0000 
Grpl 23300.0000104000.0000 

TOTAL 23300.oooO109000.0000 
16 Aug 92 881 HILISIDE DATA EVALUATION 
162024  DATADACKGROUND ANALYSIS 

Page 376 

Tests for Homogmeity of V-cm 

cochrans C = Max. V-cdSum(Variancca) = .5720, P = -522 (Approx.) 
BarrlCa-Box F -319, P = .572 
Muimum vsrhnrr I MiUimum vuiance 

16 Aug 92 88 1 HILLSIDE DATA EVALUATION 
1.337 

wpc 377 
16:20:24 DATA/BACKGROUND ANALYSIS 

Preceding task rrquired .07 .ccoILds CPU lime; .00 acamda chped. 

-> 

Then arc 199,616bytm of mamory available. 
The largeat contiguous mea bau 199,616 bytm. 

***** Worknpacc down for 7127 casea for 

NPAR TESTS M-WpCONC BY SOURCE(O.1). 

tats ***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
162026  DATA/BACKGROUND ANALYSIS 

- - - _ -  Mann-Whhey U - Wilwxm Rank Sum W Teat 

CONC 
by SOURCE 

15.05 11 SOURCE- .00 
23.79 31 SOURCE- 1.00 - 

42 Total 

Exact c o d  for ties 
U W 2 - T d d P  Z 2 - T d d P  

99.5 165.5 .0410 -2.0312 3422 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
162026  DATADACKGROUND ANALYSIS 

Page. 378 

Page 379 



TITLE “881 HIllsIDE DATA EVALUATION’. 
- > SUBTITLE ’DATABACKQROUND ANALYSIS’. 
-> INPUTPROGRAM. 
-> DATAUSTFILE= W3.datlmRST1-3(A)WNC4-28(10) .  

Thin commandwill read 1 recordsfromchan43.dat 

Variable Rcc Start End Format 

P I R S T l 1 3 A 3  
CONC 1 4 28 FLS.10 

-> IF(FIRSTEQ’N’)SOURCE=l. 
-> 
-> SETBLANKSsO. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
-> 
-> SETWIDTH~SO. 
-> DESCRIPTNESVARUBWICONC 
-> /STATIS’ITCS=AU- 

IF (FIRST NE ’N’) SOURCE=O. 

SELECT IF (FIRST EQ ‘N’). 

>WaminpX 11003 
> n e  new default Cohnnnaylcprinting cannot bc used for this DESCRIPTNES, aa 
>there me too m y  statistics to print on one line per variable. Old ayle 
>printhrgWillbcused inacad. 

There arc 197,992bytcs of memory available. 
’Ibc largest contiguous arm has 197,792 bytcs. 

76 bytes of manory rquircd for the DESCRPTNES procedure. 
4 bytcs have alrrady bssn rcquircd. 
72 b y h  rwain to bc acquired. 
16 Aug 92 881 HILLSIDE DATA EVALUAnON 
16:20:29 DATABACKGROUND ANALYSIS 

Numberof vllid O ~ B C W ~ ~ ~ O I M  (Mwk) = 31.00 

Variable W N C  

Mean 271.419 S.E. Mean 14.767 
Std Dcv 82.218 Vuhnce 6759.185 
Kuttoris 2.125 S.EKurt .821 
Skcwncss 1.641 S.E. Skew .421 

Maxhnum 510.0000000 Sum 8600.000 
Range 310.000 Minimum 200.0000000 

V a l i d o b s t r ~ a t i ~ ~ ~ -  31 W i n g O b s c r v a t i o n s -  0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
1620:29 DATABACKQROUND ANALYSIS 

Page 380 

Fhge 381 

Rcudingtaak requid .14 lccoILdl CPU timC, .W lccoILdl ekpsed. 

-> TEMPORARY. 
-> SELECTIF(FIRSTNE”N’). 
-> SETWID’IH~SO. 
-> D E S C R I P T M B V A = C O N C  
-> ISTATISTlCS~AlL. 

>Warning# 11003 
>?bcnewdefauhcohrmn-.tylcprintiDgcllnnotbcuMdfor~ DESCRIPTNES,aa 
>there arc too many ltatistica to print OD one line per variable. Old style 
>printing will bc used inacad. 

’Ihcn me 199,528 bytcs of memory available. 
The largest contiguous arm has 198,816bytp. 



76 bytea ni memory requid for the DESCn, i WES procedure. 
4 bytea have alnsdy beep acquired. 
72 bytea rcmahlto bc acqutrd. 
16 Aug 92 88 1 HILLSIDE DATA EVALUATION 
16:20:30 DATAIBACKGROUND ANALYSIS 

Page 382 

Number of valid obscmtions (Liawisc) = 

Variable CONC 

MCJM 281.818 S.E. Mean 19.946 
StdDCv  66.154 Variar~cc 4376.364 
Kurtosis -.412 S.E. Kurt 1.279 
Skcwncss ,397 S.E. Skew .661 

Maximum 410.0000000 SUUl 3100.000 

11.00 

RMge 200.000 Minimum 210.0000000 

v.lidobscrvations- 11 h4iMlingobcrvatioM- 0 
16 Aug 92 881 IULISIDE DATA EVALUATION Page 383 
16:20:30 DATAIBACKGROUND ANALYSIS 

- Z 
-Z  /STATISTICS=AU- 

ONEWAY CONC BY SOURCE(0,l) 

ONEWAY problem rsquircS 228 bytea of msmoly. 

?here arc 199,616 bytea of mwory waikblc. 
The largeat contiguous area has 198,456bytcs. 
16 Aug 92 881 HILISIDE DATA EVALUATION 
16:20:31 DATAIBACKGROUND ANALYSIS 

Page 384 

Variable CONC 
Byvariable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BETWEEN GROUPS 1 157.1010 157.1010 

F 
RATIO PROB. 

.oz5 A740 

WIT" GROUPS 40 246557.1848 6163.92% 

TOTAL 41 246714.2857 

STANDARD STANDARD 
GROUP WUNT MEAN DEVIATION ERROR 95FCXCONFINTFORMEAN 

~ r p o  11 ~ ~ 1 . 8 1 8 2  6 6 . 1 ~ 1  1 9 . ~ 6 2  237.3753 TO 326.2611 

TOTAL 42 zn.5714 n s n o  11.~696 254.3983 TO 302.7446 

Orp 1 31 271.4194 82.2179 14.7668 247.2616 TO 301.5111 

FIXED EFFECIS MODEL 78.5107 12.1145 254.0872 TO 303.0557 

RANDOM EFFECTS MODEL 12.1145 124.6426 TO 432.5002 

WARNING - BETWEEN COhlIQNENTVARIANCEIS NEGATIVE 
IT WAS REPIACED BY 0.0 IN COMPUTING ABOVE RANDOM EFFEcrs MEASURES 



RANDOM EFFECTS MODEL - ESTIMATE OF BEIWEW COhWONENT VARIANCE -369.9220 

GROUP MINIMUM 

O r p O  21O.oooO 410.oooO 
Grp 1 200.oooO 510.oooO 

TOTAL 200.oooO 51O.oooO 
16 Aug 92 88 1 HILISIDE DATA EVALUATION 
16:2031 DATA/BACKGROUND ANALYSIS 

Page 385 

Tcsts for Homogmeity of V.riaaccs 

cochruu C = Mu. VuiancJSum(VlrLnca) = .6070, P = .339 (Appmx.) 
B~Uetr-Box F E .634, P - .426 
Ma*imMI variance I hfhimum V h w  

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:20:31 DATAIBACKGROUND ANALYSIS 

1.545 
Page 386 

prtadiclslr  nquirsd .08 IccoIyI) cw timc, .00 #cc€mda elapsed. 

-> NPARTESTS M-WpCONCBY SOURCE(O.1). 

Them arc 199,616 bytea of memory available. 
'Ihc largest contiguoru M h.s 199,616 byrca. 

***** Workqmw allown for 7127 QK. for NPAR testa ***** 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:32 DATAIBACKGROUND ANALYSIS 

- - - - - Maon-Whitney U - Wileoxon Rank Sum W Tat 

CONC 
by SOURCE 

MocmRanL c.scS 

23.64 11 SOURCE= .00 
20.74 31 SOURCE= 1.00 - 

42 Totll 

Exact coirectcd for tim 
U W 2-TdtdP 2 2-Tailalp 
147.0 260.0 -5161 -A764 .4988 

16 Aug 92 881 HILLSIDE DATA EVALUA?TON 
16.20:32 DATA/BACKGROUND ANALYSIS 

Page 387 

Page 388 



TITLE "881 H I U I D E  DATA EVALUATION". 
-> SUBTITLE 'DATABACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

Thin cxnnmmdwvill rcsd 1 record.fmmchsm44.dat 

VUi&lc Rcc seat End Format 

DATA LIST PILE = cha~144.datl FIRST 1-3 (A) CONC 4-28 (10). 

F I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> IF (FIRSTEQ 'N') SOURCE=l. 
-> IF (FIRST NE 'N') SOURCE=O. 
-> SETBLANKS=O. 
-> ENDINPUTPROGRAM. 
-> TEMPORARY. 
- > 
-> SETWIDTH40. 
-> DESCRImVARIABLES==CONC 
-> /STATISTICs=ALL" 

SELECT IF (FIRST EQ 'Ne). 

>WUniag X 11003 
>The new default cohrmn-rtyleprinting aMotbc used for thio DESCRmmrES, UI 
>there an too many statistics to print on one liae- per whblc. OH style 
>printing Will  beused instad. 

There arc 197,992 bytes of mrmory avlilable. 
The large& contiguous area hna 197,792 bytcr. 

76 bytes of mcmory roquLed for the DESCXIFTIVES procedure. 
4bytcsbavc~ybea ,acqui red .  
72 bytes rcmaintobc acquired. 
16 Aug 92 881 HIUIDE DATA EVALUATION 
16:20:35 DATMBACKGROUND ANALYSIS 

e 
Number of valid ob.crvetions (Ilrtprbe) * 31.00 

Variable CONC 

Man 43712.903 S.E. Mean 2462.719 
Std Dcv 13711.838 Variance 188014494.62 
Kurtosis 2.139 S.E.KW .821 
Skcwncas 1.353 
Range 58600.000 
Maximum 85900.0000000 Sum 1355100.000 

Vtlidob.nntions- 31 Miru/lrgobav.tiolu- 0 
16 Aug 92 881 HILLSIDE DATA 
16:20:35 DATNBACKGROUND 

Page 389 

Page 390 

-> SELECrIF(FIRSTNE'N'). 
-> TEMPORARY. 

-> SETWIDTH=IO. 

-> /STATISTICS=Au, 

>Warning I 11003 

>printiug will bc used htcad. 

There an 199,528 bytes of 
The largeat contiguous area 



76 bytes of memory rsquired for the DESCRIFTMB procedure. 
4 bytea have already beea .cquirod. 
72 bytea rcmainto be.cquirrd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:36 DATAJBACKGROUND ANALYSIS 

Number of valid okorvuionw (limwisc) = 11 .OO 

Variable CONC 

Moan 42636.364 S.E. Moan 2782.617 
Std Dcv 9228.897 v.riaan 85!72545.455 
Kurtosis -.031 S.E.Kurt 1.279 
Sksamtss -.037 S.E. Skew .661 
Range 31300.000 Minimum 27200.0000000 
Marimrnn 58500.0000000 sum 469o00.000 

Vnlidobervations- 11 M i M i o b s c r v a t i m -  0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:36 DATAJBACKGROUND ANALYSIS 

proccdiug task raquirrd .OS acconda CPU time; 1.00 & ekpsed. 

- > 
-> /STATISTICS=ALL. 

ONEWAY CONC BY SOURCE(0,l) 

ONEWAY problan mquim 228 bytea of memory. 

"here arc 199,616 bytg of manory available. 
'Ihc largeat ~ t i g u o u a  area has 198.456 by&%. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:36 DATAJBACKGROUND ANALYSIS 

Page 391 
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Page 393 

Variable CONC 
Byvariable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BJXWEEN GROUPS 1 9409468.650 9409468.650 

F 
RATIO PROB. 

.OS80 a110 

WIT" OROUPS 40 6492160293 162304007.3 

TOTAL 41 6501569762 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIAnON ERROR 95pcTcoNFINTFORMEAN 

Grp 0 11 42636.3636 9228.8973 2782.6172 36436.3076 TO 48836.41% 
Grp 1 31 43712.9032 13711.8378 2462.7188 38683.3604 TO 48742.4461 

TOTAL 42 43430.9524 12592.6515 1943.0883 39506.8058 TO 47355.0989 

FIXED EFFEcrs MODEL 12739.8590 1965.8029 39457.9164 M 47403.9884 

RANDOM EFpEcfs MODEL 1965.8029 18453.0670 TO 68408.8378 

WARNING - B E "  COMPONENT VARIANCE IS NEGATIVE 
IT WAS REPLACED BY 0.0 IN COMPUTING ABOVE RANDOM EFFECTS MEASURES 



RANDOM EFFECTS MODEL - ESTIMATE OF BEWEEN COMPONENT VARIANCE -9415792.7047 0 
GROUP MINIMUM MAXIMUM 

Grp 0 272OO.oooO 585OO.oooO 
Grp 1 273OO.oooO 859OO.oooO 

TOTAL 27200.oooO 859OO.oooO 
16 Aug 92 881 HILZSIDE DATA EVALUATION 
16:20:36 DATAIBACKGROUND ANALYSIS 

Page 394 

Te& for Hornogmeity of Variances 

cochrans C = Max. V&dSum(Varianc~~) = .6882, P = .OM (Approx.) 
BarzlCtt-Bo~ F = 1.966. P = .161 
uarimum Variance I Minimum Vui.nce 2.207 

16 Aug 92 881 HILZSIDE DATA EVALUATION Page 395 
16:2036 DATAJBACKGROUND ANALYSIS 

Preceding m k  rtquirod .07 (IccoDdB CPU time; .OO second8 chpsod. 

-> NPAR TESTS M-W=CONC BY SOURC40,l). 

There rn 199,616- of memory available. 
The largest contipow ama has 199,616 bytes. 

***** Workspace Illown for 7127 culm for NPAR tssts ***** 

16 Aug 92 881 HILZSIDE DATA EVALUATION a - 
16:20:38 DATAJBACKGROUND ANALYSIS 

22.64 11 SOURCE= .OO 
21.10 31 SOURCE= 1.00 - 

42 Total 

Exact corrscted for tics 
u W 2 - T d d P  2 2 - T d d P  

158.0 249.0 .7351 -.3576 .7206 

16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:20:38 DATAJBACKOROUND ANALYSIS 

Page 396 

Page 397 



TITLE *881 HXLISIDE DATA EVALUATION'. 
- > SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

~ ~ w i l l r a d 1 r o o o n l s f r o m & d 5 . d a t  

DATA UST FILE = &&5.dat/ FIRST 1-3 (A) CONC 4-28 (10). 

Vruinble Rcc Stmt E d  Fonnat 

F I R S T 1 1 3 A 3  
CONC 1 4 28 FZS.10 

-> IF (RRSTEQ 'N') SOURCE=l. 
- > 
-> SFTBIANKS==O. 
-> ENDINPUTPROGRAM. 
-> TEhPoRARY. 
- > 
-> SFTWIDTH40. 

IF (FIRST NE 'N') SOURCE=O. 

SELECT IF (FIRST EQ 'N'). 

-> DESCRIPINESVARIABLES=CONC 
-> lSTAllSTICS=ALL 

>Warning # 11003 
>The new default cohnnn-atyle printing annot be uacd for this DESCRIPINES, M 
>there ut too many atatistics to priut on one line per Variable. Old style 
>printing Will be uacd instcad. 

There ut 197,992 bytea of mcmory available. 
Tbc lagcat contiguous area haa 197,792 bytea. 

76 bytea of mcmory rquircd for the DESCRPTNES procedun. 
4 bytea have already bccIl nquircd. 
72 bytm rcrminto &acquired. 
16 Aug 92-881 HILUIDE DATA EVALUATION 
16:20:40 DATAlBACKGROUND ANALYSIS 

Number of valid obscrvatiolu ( h i s t )  = 

Variable CONC 

Mtaa 40348.387 S.E. Mean 1806.439 
StdDcv 10057.828 Variance 101159913.98 
KurtaiS .919 S.E. Kwt 321 
S k m m  .%3 S.E. Skew .421 
h g C  43000.000 Minimum 26600.0000000 
Maximum 69600.0000000 sum 1250800.OOo 

validOb8S~~~OM- 31 hhblgObWlVd om- 0 

31.00 

16 Aug 92 881 HILLSIDE DATA WALUATION 
16:20:40 DATAIBACKOROUND ANALYSIS 

Page 398 

p.pc 399 

Preceding task required .14 & CPU time; .OO d elqmul. 

-> TEMPORARY. 
- > 
-> SETWIDlH40.  

SELECT IF (FIRST NE 'N'). 

-> DESCRPTNESVARTABIES=CONC 
-> ISTATISTICS=AL 

>Warn&# 11003 
>The new default column-atylcprinting amnot be used for this DESCRIPTIVES. M 
>there ut too many statistics to print on one line per variable. Old style 
>printing will be usal instcad. 

There on 199,528 bytea of manory available. 
The largest contiguous m a  haa 198.816byta. 



0 76 byka of memory rquircd for the DESCRIPTIVES proocdun. - 
4 bytm have M y  beeu .oquirrd. 

16 Aug 92 881 HUSIDE DATA EVALUATION 
16:20:41 DATAIBACKGROUND ANALYSIS 

7 2 b y k a r a M i n t o b c ~ .  

Numberof valid obswdo~(lirtariSt) = 11.00 

Variable CONC 

Man 32981.818 S.E. Man 2298.372 
StdDcv 7622.837 Variance. 58107636.364 
Kurlais -.425 S.E.Km 1.279 
Skcwngs .511 S.E. Skew .661 
Range 25100.000 Minhnrrm 21100.0000000 
Maximum 46200.0000000 Sum 362800.000 

vllidob.crvations- 11 MiMingobtrvstioos- 0 
16 Aug 92 881 HILUIDE DATA EVALUATION Page 401 
16:20:41 DATADACKGROUND ANALYSIS 

procedingmskrsquttd .OS lbconds CPUtimc; .00 sccondaelspsed. 

-> ONEWAY CONC BY SOuRCE(0,l) 
-> ISTATISTICS=ALL 

ONEWAY pmblan rcquirw 228 byta of memory. 

Them arc 199,616byta of manoxy avdable. 
The largest contiguous uce hu 198,456 byka. 
16 Aug 92 88 1 HILUIDE DATA EVALUATION 
16:20:43 DATAIBACKOROUND ANALYSIS 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BEIWEEN GROUPS 1 440590978.9 440590978.9 

WIT" GROUPS 40 3615873783 90396844.57 

TUTAL 41 4056464762 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATlON ERROR 

Page 402 

F 
RATIO PROB. 

4.8740 .0331 

95 PCT CONFlNTIioR MEAN 

Orp 0 11 32981.8182 7622.8365 2298.3717 27860.1282 To 38102.9081 
Orp 1 31 40348.3871 10057.8285 1806.4393 36659.1457 To 44037.6285 

TOTAL 42 38419.0476 9946.7666 1534.8194 35319.4169 To 41518.6784 

FIXED EFFEcrrs MODEL 9507.7255 1467.0739 35453.9806 To 41384.1146 

RANDOM EFFECTS MODEL 3921.8054-11412.1973 To 88250.2925 

RANDOM EFFECTS MODEL - ESTMATE OF BETWEEN COMI'ONENTVARIANCE 21566207.6866 



GROUP MINIMUM MAXIMUM 

Grp 0 2 1 1 0 0 . m  4 6 2 0 0 . m  
Grpl 266OO.oooO6%OO.oooO 

MTAL 21100.oooO 696OO.oooO 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:20:43 DATA/BACKGROlJND ANALYSIS 

Page 403 

Tea@ for Homogmeity of Vuiancea 

Cochnns C = Max. Variance /SmnW~ca~)  = .6352, P .= .224 (Appmx.) 
Butlctt-BOx F = 1.008, P = .316 
Maximrnn variance I M' . V-ce 1.741 

16 Aug 92 881 HIllsIDE DATA EVALUATION Page- 
162043 DATAJBACKGROUND ANALYSIS 

Preceding task rquircd .07 IoooDd. CPU time: .OO d ehpesd. 

-> NPARTESTS M-W-CONCBY SOURCE(0,l). 

There arc 199,616bytar of memory available. 
'Ibe krg& CO-OUS Ol'Ca b 199,616byta. 

***** Workspace d o w ~  for 7127 caaa for NPAR tcab ***** 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:20:45 DAEUBACKGROUND ANALYSIS 

- - - - - Mann-whim~yU - Wiloox~n Ahk SUUI W Tat 

CONC 
by SOURCE 

MeanAhk Cues 

14.55 11 SOURCE= .00 
23.97 31 SOURCE= 1.00 

- 
42 Total 

Exact comctod for tied 
U W 2-TdedP 2 2-TdedP 
94.0 160.0 .0282 -2.1886 .OB6 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
162045 DATAJBACKGROUND ANALYSIS 

Page 405 

-> 



TITLE '881 HILISIDE DATA EVALUATION'. 
- > SUBTITLE 'DATADACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

This COmmaDdwill red 1 r s c o r d s f r o m c h d . d a t  

Variable Rcc Smt Ib.3 Fcnmat 

m R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

DATA JJST FILE = ~&~~&.dat /  PIRST 1-3 (A) CONC 4-28 (10). 

-> IF (FIRST EQ 'N') SOURCE=l. 
-> IP (FIRSTNE W') SOURCE=O. 
-> SETBLANKS-0. 
-> ENDINPUTPROGRAM. 
-> TEhfPoRARY. 
- > 
-> SETWIDTH40. 
-> DESCRIPTIVESVARUBLBStCONC 
-> ISTATISTICS=ALL. 

SEL.ECT IF (FIRST EQ 'N'). 

> W e  Y 11003 
>?be new default cohrrmrstylc prhtiug cannot bc UMd for thia DESCRIPTIVE& M 

>them arc too many lratiaics to priut 011 we line per variable. Old style 
>printing will be wd iMtcad. 

There rut 197.992 bytea of mamny available. 
The largest contiguous .rea kaa 197,792 bytee. 

76 bytea of munory rquircd for the DESCRIFITVES procedure. 
4 bytea have M y  bcea acquired. 
72 bytea tunainto bcacquircd. 
16 Aug 92 881 HIIUIDE DATA EVALUATION 
16:20:48 DATABACKGROUND ANALYSIS 

Number of valid O ~ S C Y - V I ~ O M  (listwise) = 31.00 

Variable CONC 

Mean 77406.452 S.E. Mam 5528.028 
Std Dcv 30778.758 Variance 947331956.99 
Kurtosis 5.236 S.E. Kwt 321  
Skcwncas 2.298 S.E. Skew .421 
Range 129100.000 Minimum 52900.0000000 
Maximum 182000.000000 Sum 2399600.000 

Validobeervetions- 31 Miasmgobrcnntions- 0 
16 Aug 92 881 HIIUIDE DATA EVALUATION 
16:20:48 DATABACKGROUND ANALYSIS 

Page 407 

Preceding task rquircd .12 esanxb CPW thnc; .OO ~cconda elapsed. 

-> TEMPORARY. 
-> 
-> SETWIDTH-80. 
-> DES(XPTNESVARUBLES=CXlNC - > lSTATISTICS=ALL 

SELECT IF (FIRST NE 'N'). 

>Warning Y 11003 
>The new default columnstyle printing cannot bc wd for thia DESCRIPTIVES, M 

>there arc too many statisti- to print w 011c line per variable. Okl style 
>printhgwillbclucdinaad. 

There arc 199,528 byka of memory avJLble. 
The largest contipow cum hss 198,816 bytea. 



76 bytes of manory requid for the DES- proccdurc. 
4 bytes have already been acquirrd. 
72 bytg d t o  bc .cquired. 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:20:49 DATAlBACKGROUND ANALYSIS 

Numbcrofvalidobsnvathm(lisearisc) = 11.00 

Vuiable CONC 

Mcan 61954.545 S.E.Mcan 3644.906 
Std Dcv 12088.785 Variance 146138727.27 
K ~ t ~ s i s  2.290 S.E.Kut 1.279 
S k m  1.549 S.E. Skew .661 
Range 41500.000 hhimum 48700.0000000 
Muhnum 90200.0000000 sum 681500.Ooo 

V . l i d ~ U i o m -  11 ~ i o b c n n t i o n s -  0 
16 Aug 92 881 HILUIDE DATA EVALUATION 
16:2049 DATA/BACKGROUND ANALYSIS 

~ingtaslrrequid.05sscoDdsCPUtimC;  .OOsoconQalrpsed. 

-> ONEWAY CONC BY SOURCE(O.1) 
-> /STATISTICS==ALL.. 

ONEWAY problan IoquLcs 228 bytm of memory. 

Them are 199,616 bytes of mauory available. 
The largcut contiguo~~ area has 198,456 bytes. 
16 Aug 92 881 HILUIDE DATA EVALUATION 
16:20:50 DATNBACXGROUND ANALYSIS 

Page 410 

Page411 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F 
SOURCE D.F. SQUARES SQUARES 

BEIWEEN GROUPS 1 1938515208 1938515208 

WI" GROUPS 40 29881345982 747033649.6 

F 
RATIO PROB. 

2.5950 .1151 

TOTAL 41 31819861190 

STANDARD STANDARD 
GROUP COUNT MEAN DEWATION ERROR 95PCTCONFINTFoRMEAN 

Gq10 
G q  1 

TOTAL 42 73359.5238 27858.4669 4298.6548 64678.2142 TO 82040.8334 

11 61954.5455 12088.7852 3644.9059 53833.1911 TO 70075.8998 
31 77406.4516 30778.7582 5528.0282 66116.7117 TO 88696.1916 

FJXED EFPECTS MODEL 27331.9163 4217.4062 64835.8276 TO 81883.2200 

RANDOM EFFECTS MODEL 7924.2415 -27327.4753 TO 174046.5230 

RANDOM EFFECTS MODEL - ESTIMATJ3 OF BEIWEEN COMPONENT VARIANCE 73375697.1517 



0 GROUP MINIMUM MAXIMUM 

- 0  48700.oooO 90200.m 
G q  1 529OO.oooO 182OOO.oooO 

TOTAL 48700.oooO 182000.oooO 
16 Aug 92 881 H I U I D E  DATA EVALUATION 
16:20:50 DATAlBACKGROUND ANALYSIS 

Page 412 

Teat~ for Homogmcity of Variancca 

Cochrsns C = Max. Vubn&Sum(Varianw) .8664, P = .OOO (Approx.) 
McttBoxF = 8.900, P = .003 
Msximum Variance I Minimum Variance 

16 Aug 92 881 HILUIDE DATA EVALUATION 
16:2050 DATAlBACKGROUND ANALYSIS 

6.482 
p.Pa 413 

proccding taak requid .07 aecomb CPU time; 1.00 aecomb ckqmcd. 

-> NPAR TESTS M-WzCONC BY SOURCE(0,l). 

'Ihcrc (vc 199,616bylea O f  ZlIemoiy 8VaikblC.  

?be krgat contiguolu arc8 b.s 199,616 bylea. 

***** Workspace down for 7127 CMW for NPAR tnts ***** 

16 Aue 92 881 HILLSIDE DATA EVALUATION 
16:20:51 DATAJBACKGROUND ANALYSIS 

- - - - - MSnn-WMncyU - WilmxonRd Sum W Tut 

CONC 
by SOURCE 

M s a ~ R d  CUCS 

14.95 11 SOURCE = .00 
23.82 31 SOURCE= 1.00 - 

42 Total 

Exact corractsd for ti- 
U W 2 - T d d P  2 2 - T d d P  

98.5 164.5 .0381 -2.0598 .03W 

16 Aug 92 881 HILTSIDE DATA EVALUATION 
16:20:51 DATAlBACKGROUND ANALYSIS 

Page 414 

Fkgc 415 



TITLE *881 HILLSIDE DATA EVALUATION'. 
- > SUBTITLE 'DATAIBACICGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA UST FILE - Chm47ht l  FIRST 1-3 (A) CONC 4-28 (10). 

Thio commardwill rad 1 t.cordsfmmchcm47.&t 

Variable Rec Stur Epd Format 

FIRST 1 1 3 A3 
CONC 1 4 28 F25.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRSTEQ 'N') SOlJRCE=l. 
IF (FIRST NE 'N') SOURCE=O. 
SET BIANKS==O. 
W D  INPUTPROGRAM. 
TEMPORARY. 
SF.LECX IF (FIRST EQ 'N'). 
sm WIDTH=80. 
DESCRIPTIVES VAlUABLES=CONC 

ISTATISTICS=AU, 

>Waning# 11003 
>Thencwdefaultcohrmwtyleprintingca~otbelucd forthia DESCRIPINES,M 
>there arc too many rtarLtig to print on one line per variable. Old style 
>printing will be ured ilultad. 

There arc 197,992 bytea of marmy available. 
The largeat contiguous am baa 197,792bytea. 

76 bytea of memory roquiral for the DESCRIPTNES pmoedurt. 
4 bytea have already baa aoquircd. 
72 bytea &to bcaoquired. 
16 Aug 92 881 HILUIDE DATA EVALIJAnON 
16:20:53 DATABACKGROUND ANALYSIS 

Number of valid observations (liatwisc) = 

Variable CONC 

31 .OO 

M a  .333 S.EMan .084 
Std Dcv .469 VrrianCC .220 
Kurtosis 5.519 S.E.Kwt .821 
Skcamgs 2.386 S.E. Skew .421 
Ranee 1.931 Minimum .01293OO 
Maximum 1.W40000 Slrm 10.315 

Validobs~nnti~ns- 31 Mislingobcrv.tiolu- 0 
16 Aug 92 881 HILLSIDE DATA EVALIJATION 
16:2053 DATABACKGROUND ANAJ,.YSlS 

Page 416 

p.Bc 417 

Prcceaingtask mquirtd .13 scamds CPU timC; .OO aoxnhelapad. 

-> TmfFoRARY. 
-> SELECrIF(FIRSTNE'N'). 
-> SETWIDTHESO. 
-> DESCRETVES VARUBLES*CONC - > ISTATISTICSpAU, 

>Warning# 11003 
>The new default column-.tyle printing cannot be ured for thia DESCRIPTNES, M 
>there arc too many staristics to print on one line pm varhblc. Old style 
.printing will be lucd iaacad. 

There arc 199.528 bytea of memory available. 
The largeat contiguous am baa 198,816bytcr. 



0 76 bytea of memory requid for the DESCRPTNES procedure. 
4 bytea have illroady been acquid. 
72 bytea ranainto bcacguimd. 
16 Aug 92 881 HLJSIDE DATA EVALUATION 
16:20:55 DATAIBACKGROUND ANALYSIS 

Page 418 

Numbcrofvllidobcnntiolu(listwiec) = 11.00 

Variable CONC 

MCEUl .019 S.E. Mean .003 
Std Dcv .010 VuhnCC .Ooo 
Kuaocli8 .742 S.E. Kurt 1.279 
Skcwnsss .948 S.E. Skew .661 
Ratlge .034 Minimum .0063850 
Maximum .wW600 SUm 204 

validob.mrcltions- 11 wiobcrv.tions- 0 
16 Aug 92 881 MLLSJ.DE DATA EVALUATION 
16:20:55 DATAIBACKGROUND ANALYSIS 

Page 419 

-> ONEWAY CONC BY SOURCy0,l) 
-> /STATISTICS=ALL 

ONEWAY problem r q u h  2% byta of memory. 

There LFC 199,616 bytea of mauoxy nnilble. 
The largeat contiguow oren lw 198,456 bytea. 
16 Aug 92 881 HLJSmE DATA EVALUATION 
16:20:56 DATAIBACKGROUND ANALYSIS 

Variable CONC 
ByvaMblc SOURCE 

ANALYSIS OF VARIANCE 

Page 420 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RAlTO PROB. 

BZUTEEN GROUPS 1 A015 A015 4.8546 .0334 

A i T "  GROUPS 40 6.6041 . l a 1  

TOTAL 41 7.4056 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCTCONFINTpORMEAN 

- 0  11 . O S 5  .01M 4031 .0117 TO .Om 
G r p l  31 .3327 .4692 .OM3 .1607 To .SO48 

rOTAL 42 2505 .4250 3656 .1180 TO .3829 

FDCEDEFFECrrsMODEL .4063 A627 .1237 TO .3772 

RANDOM EFFECTS MODEL .1672 -1.8746 To 2.3755 

RANDOM EFFECTS MODEL - ESTIMATE OF BETWEEN COM€QNENTVARIANCE .0392 



GROUP MINIMUM MAXIMUM 

orpo .0064 .0405 
orpl .0129 1.9440 

TOTAL .0064 1.9440 
16 Aug 92 881 HUlSIDE DATA EVALUATION 
16:20:56 DATAIBACKGROUND ANALYSIS 

Page 421 

Teats for Homogcueiiy of Variances 

cochrans c = Max. V ~ c e / S m ~ a r i a n c e s )  = 3995, P = .Ooo (Appmx.) 
B ~ M - B O X  F 64.581, P = .Ooo 
Maximum VuiancC I Minimrmr Variance 

16 Aug 92 881 HUlSIDE DATA EVALUATION 
16:20:56 DATAIBACKGROUND ANALYSIS 

2124.587 
Page 422 

preceditask requirtd .07 sccanda CPU lime; .M) rcooDdsekpsai. 

-> NPAR TESTS M-WICONC BY SOURcE(0,l). 

"here arc 199,616 bytcs of mcmory avaibble. 
The largeat contiguous M bss 199,616 bytcs. 

***** Worlrspect allows for 7127 caeca for WAR tests ***** 

16 Aug 92 881 HILISIDE DATA EVALUATION 
16:20:58 DATAIBACKGROUND ANALYSIS 

CONC 
by SOURCE 

7.82 11 SOURCE= .00 
26.35 31 SOURCE - 1.00 - 

42 Total 

Exlct corrscted for lied 

U W 2 - T d d  P Z 2-TddP 
20.0 86.0 .oooO 4.3054 .oooO 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
1620:58 DATAIBACKGROUND ANALYSIS 

Page 423 

page 424 



lTTLE '881 HlLl.SIDE DATA EVALUATION'. 
- > SUBTITLE 'DATAJBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA UST FEE FIRST 1-3 (A) CONC 4-28 (10). 

lhis COmrrmDd will read 1 recoda from chcm48.dat 

Variable Re42 sm End Fomvlt 

F I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> IF (FIRST EQ 'N') SOURCE=l. 
-> 
-> SETBLANKSsO. 
- > END INPUT PROGRAM. 
-> TEMPORARY. 
- > 
-> SpTWIDTH=80. 
-> DESCRI€TVESVARMBIJS=CONC 

IF (FIRST NE 'N') SOURCE=O. 

SELECT IF (FIRST EQ 'N'). 

-> /STATISTICS=AU. 

> W e  Y 11003 
>The new default columu-alyle priuting annot be used for this DESCRIPTIVES, M 
>here arc too m y  .tatima to print on one line per wi.blc. OH style 
>printiJlg Will be lucd inasad. 

There a 197,992- of memory available. 
Tbc hrgcdt contiguous area h.s 197,792 bytm. 

76 bytm of memory requid for h e  DES- proccdurc. 
4 bytea have l l rady bbsa acquired. 
72 bytea rmmia10 be acquired. 
16 Aug 92 881 HILUIDE DATA EVAUrATTON 
16:21:00 DATA/BACKGROUND ANALYSIS 

0 
Number of valid obsrrvrtiolll (htwk) = 

Variable CONC 

MsSn 2.308 S . E . M m  .613 
Std Dcv 3.414 V.riurcc 11.658 
KurtorL 3.524 S.E. Kurt .821 
Skcwncss 2.079 S.E. Skew .421 
Range 12.922 Minimum A676900 
Mnximwn 12.9900000 SUm 71.534 

31.00 

Validobscrvations- 31 M i s s i n g ~ b ~ . t i o n S -  0 
16 Aug 92 881 HILUIDE DATA EVALUATION 
16:21:00 DATABACKGROUND ANALYSIS 

Page 425 

Page 426 

proccdingrssk requid .12 KcoDd. CPU timC, 1.001econd.ekpaed. 

-> TEMPORARY. 
-> 
-> SETWIDTH=SO. 
-> DESCRIPTIVESVARUBLES-CONC 
-> /STATISTICS~ALL 

S m C T  IF (FIRST NE 'N'). 

> W-g X 11003 
>The aew default cohrmn-.tylcprinting annot be lucd for this DES-=, M 
>there arc too many W a  to print on one line per variable. Old style 
>printing will be lucd inasad. 

There arc 199,528 bytea of momory available. 
The largest coatiguous ML hna 198,816bytes. 



76 bytea of memory r u y u i d  for the DESCRIPnVES proccdur~. 
4 bm have nLeady bccn ncquirtd. 
72 bytea rwninto bcacqultd. 
16 Aug 9'2 881 HILLSIDE DATA EVALUATION 
16:21:01 DATABACKGROUND ANALYSIS 

Numberof valid otmcrvatiom (ktwhe) - 
Vuiable CONC 

M W  .046 S.E. Mean .003 
Std Dev .009 Variance .Ooo 
KurrOSir -.367 S.E.Kurt 1.279 
S k m m  -.147 S.E. skew .661 
RMBe .029 Minim- .0317600 
Maximum .0609300 SUm .SO9 

Validobscrvations- 11 M i s S i o b s c r v a t i ~ ~ -  0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:01 DATABACKGROUND ANALYSIS 

11.00 

Racadingtask rquircd .OS &CPU h e ;  .OO sccoda ohped. 

- > 
-> / s T A T I s n c s ~ A L L  

ONEWAY problan rcquirw 228 bytg of memory. 

Them arc 199,616bytea of memory mvaihble. 
The largeat contiguolu area hr 198,456 bytea. 
I6 Aug 92 881 HILLSIDE DATA EVALUATION 

ONEWAY CONC BY SOURC&O,l) 

1621:Ol DATA/BACKGROUND ANALYSIS . 

Page 427 
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Vuiable CONC 
ByVnriable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUAR~S SQUARES mno PROB. 

BETWEEN GROUPS 1 41.5159 41.5159 4.7480 .0353 

WIT" GROUPS 40 349.7527 8.7438 

TOTAL 41 391.2686 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCTCONFINTlQRMEAN 

Grpo 11 .0463 .0091 .0027 .0402m .os24 
Grp 1 31 2.3076 3.4144 .6133 1.0551 TO 3.5600 

TOTAL 42 1.7153 3.0892 .4767 .7527 TO 2.6780 

FIXEDEFFECTSMODEL 2.9570 .4563 .7932 TO 2.6375 

RANDOM EFFECTS MODEL 1.2025 -13.5645 TO 16.9951 

RANDOM EFFECTS MODEL - ESTIMATE OF BETWEEN COMPONENT VARIANCE 2.0182 



a GROUP MINIMUM MAXIMUM 

G r p O  .0318 .0609 
Grpl A677 12.9900 

lDTAL .0318 12.9900 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:01 DATABACKGROUND ANALYSIS 

Pqe 430 

Testa for Homogeneity of VuhDas 

cochrans c = Max. v.risnct/sum(vuhDcc3) .. l.oo00, P = .Ooo ( A p p x . )  
--Box F = 108.091,P= .Ooo 
Maximum VuhDCc I Minimum vuhncc 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:01 DATABACKGROUND ANALYSIS 

140345.6og 
Pngc 431 

prrndingtask ftquid .08 acconda CPU h e :  .00 acconda ekpclea. 

-> N P A R m T S  M-W=CONCBY SOURCE(O.1). 

Them we 199,616byts of mcmoy available. 
The largeat contiguolu M has 199,616 bytes. 

***** Workspace allown for 7127 ueeu for NPAR tgts ***** 

16 Aug 92 881 HIIlSIDE DATA EVALUATION 
16:21:04 DATABACKGROUND ANALYSIS 

_ _ _ _ _  M.M-W~C~ U - Wilcox~n R d  S U ~  W TUt 

CONC 
by SOURCE 

M s a n R ~ k  culg 

6.00 11 SOURCE= .OO 
27.00 31 SOURCE= 1.00 - 

42 Total 

Exact corn?ctcd for lie3 

.O 66.0 .oooO 4.8776 .oooO 
U W 2 - T d d P  Z 2 - T d d P  

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:04 DATABACKGROUND ANALYSIS 

W e  432 

Pagc 433 

-> 



TITLE ‘881 HXLUIDE DATA EVALUATION’. 
-> SUBTITLE ’DATAIBACKGROUND ANALYSIS’. 
-> INPUTPROGRAM. 
-> DATA LIST FILE = chcnrl9.d.tl FIRST 1-3 (A) CONC 4-23 (10). 

'Ibis commard will 4 1 ruwrdr from chan49.dat 

Variable Rec salt Ed Formst 

ERST 1 1 3 A3 
CONC 1 4 28 FZ5.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ ’N’) SOLJRCE=l. 
IF (FIRST NE ‘N’) SOURCE=O. 
SET BLANKs=O. 
END INPUTPROGRAM. 
TEMPORARY. 
SELECT IF (FIRST EQ ’N’). 
SET wIlH=80.  
DESCRIPTlVES VARIABLESICONC 

/STA”ISTICS=ALL 

>Warning# 11003 
>The new default column-ayle printing amnot be UMd for thin DESCRlPllVES. M 
>there arc too many s~~&tics to print on one line pcr variable. Old ayle 
>printing will be lucd instead. 

There are 197,992- of mauory available. 
The largest contiguous M hM 197,792 bytu. 

76 bytea of memory mqukd for the DESCRIPTZVES procedure. 
4 bytea b v c  already bam acquired. 
72 bytea ranain to be acquired. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:06 DATAIBACKGROUND ANALYSIS 

Number of valid O ~ S C I - V ~ ~ ~ O M  (lhvise) = 

Variable CONC 

30.00 

Mean .950 S.E. Mean .026 
std Ikv .145 Vviancc .021 
Kurtosis -271 S.E. KUR .833 
S k m m  -.070 S.E. Skew .427 
Range .612 Minimum A471000 
Maximum 1.2590000 SUm 28.495 

Validob~ervatioas- 30 Missi~becffStions- 0 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:21:06 DATA/BACKGROUND ANALYSIS 
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precedingtaak r equ i d  .12 sccomb CPU h e ;  1.00 sccomb ekped. 

-> TEMPORARY. 
-> 
-> SJJTwIDTH40. 
-> DESCRIP?IVESVARIABLES=CONC 
-> /STATISTICS=ALL 

SELECT IF (FIRST NE ’N). 

>Waning# 11003 
>The new default cohrmn-stylc printing cam& be wd for this DESCRZPTIVES, M 
>there arc too many ltaristics to print on one h e  pcr variable. Old *le 
>printing will be wd ipstcld. 

There arc 199,528 bytm of memory available. 
The largart mntiguow area hss 198,816 bytu. 



.. 76 bytcs of m s m o ~  zwuiral for tbc DESCRIPTNES D&U~C. ~- 
4 b& have airosdy been acquired. 
72 bytcs nrmin to be acquired. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:08 DATA/BACKGROUND ANALYSIS 

Page 436 

Nllmbcr of valid o b s m a t i o ~ ~  (liscwhc) = 11 .OO 

Variable CONC 

M- 1.065 S.E.Mean A42 
std Dev .139 VUiUlCC .019 
KWIC& -.603 S.E. Kurt 1.279 
Skswngs -.429 S.E. Skew .661 
Range .462 Minhnllm .8130000 
Maxhnum 1.275oooO sum 11.710 

validob.mvations- 11 Misliugobcrvrtioos - 0  
16 Aug 92 881 HILTSIDE DATA EVALUATION 
16:21:08 DATAIBACKGROUND ANALYSIS 
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-> ONEWAY CONC BY SOWRCE(0,l) 
-> ISTATISTICS=AU 

ONEWAY problau rcquircS 228 ayta of manory. 

There arc 199,616 bytea of memory available. 
The larggt contiguow arss h.S 198,456 byIra. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:08 DATABACKGROUND ANALYSIS 

Variable CONC 
ByVariable SOURCE 

ANALYSIS OF VARUNCE 

SUMOF MEAN 

Page 438 

F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

B E N "  GROUPS 1 .lo59 .lo59 5.1590 .0287 

GROUPS 39 .8008 .0205 

TOTAL 40 .9067 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95F'CTCONFINTFoRMBAN 

- 0  11 1.0645 .1385 A418 .9715 TO 1.1576 
Grp 1 30 9498 ,1449 .0265 39.57 TO 1.0039 

TOTAL 41 3806 .15M .oU5 3331 TO 1.0281 

FIXEDEFFECTSMODEL .1433 .0224 .9353 TO 1.0259 

RANDOM EFFECTS MODEL .0610 .2053 TO 1.7559 

RANDOM EFFECTS MODEL. - ESTIMATE OF BETWEEN COMPONENT VARZANCE A053 



GROUP MTNMIBl MAXIMUM 

G r p O  .8130 1.2750 
Grpl .6471 1.2590 

TOTAL .6471 1.2750 
16 Aug 92 881 HIIJSIDE DATA EVALUATION 
1621:09 DATAJBACKGROUND ANALYSIS 

Page 439 

Teats for Homogcacity of Vviancg 

cocllmm c = Mu. v ~ s U m ( v - ~ )  - .5224, P = .843 (Approx.) 
BRxUUGBOX F = .029, P = 366 
Me*imumV~cc/MirIimUmVviancc 1.094 

16 Aug 92 881 HILLSIDE DATA EVALUATION Page 440 
16:21:09 DATAlBACKGROUND ANALYSIS 

prccedhrgtaak mquid .07 meum& CPU time; 1.OOrscondsehpaui. 

-> NPAR TESTS M-W-CONC BY SOURCE(0,l). 

There arc 199,616 bytra ofrnanoay avlikble. 
The large& contiguouS uca hsa 199,616bytea. 

***** Worlupan allows for 7127 QKO for NPAR tats ***** 

16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:21:09 DATAJBACKGROUND ANALYSIS 

CONC 
by SOURCE 

27.64 11 SOURCE= .OO 
18.57 30 SOURCE= 1.00 - 

41 Total 

Euft comctcd for ti- 
U W 2-Tded P 2 Z - T d d P  

92.0 304.0 .0314 -2.1480 .0317 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:09 DATAJBACKGROUND ANALYSIS 

Pngc 441  

Page 442 

-> 



TITLE '881 HILISIDE DATA EVAUJA'IION'. 
-> SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> 

ntil COmmaDdwill d 1 noon38 fromcbem5O.dat 

DATA LIST FILE = cbSm5O.dstl FIRST 1-3 (A) CONC 4-28 (10). 

Vuhblc Rac smt Ed Format 

F I R S T 1 1 3 A 3  
CONC 1 4 28 F25.10 

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ 'N') SOURCE=l. 
IF (FIRST NE 'N') SOURCE=O. 
SET BLANKS-0. 
END INPUTPROGRAM. 
TEMPORARY. 
SELECT IF (FIRST EQ 'N'). 
Sfi WIDTH=80. 
DESCXPTNES VAIUABLES=cONC 

/STATISTICS =ALL 

>Warning# 11003 
>The new default cohnnnaylc printing cannot be used for this DES-=. M 

>them arc too mmy -a to print on one line per variable. Old *le 
>printingwill bcwd instcsd. 

Them m 197,992 bytcs of memory available. 
'Ibc largat contiguous ua has 197.792 bytca. 

76 bytca of memory requirrd for the DESCRIPTIVES produn. 
4 bytea have already been n q d .  
72 bytcs rWain to be ncquirtd. 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:21:13 DATAIBACKGROUND ANALYSIS 

0 Page 443 

Number of valid ob.cnntions ( h i . c )  = 

Vuhblc W N C  

M- 1.913 S.E.Man .063 
Std Dew .346 V*CC .120 
Kuna3is 2.945 S.E.KW 333  
Skcwnam 1.192 S.E. Skew .427 
Range 1.726 Minimum 1.32SoooO 
Maximrnn 3.0540000 SWI 57.386 

Validobncrvatio~- 30 Mi.singobn'dons- 0 

16:21:13 DATAlBACKGROUND ANALYSIS 

30.00 

16 Aug 92 881 HILZSIDE DATA EVALUA'IION Page* 

Prscrdingmk requirsd .12 accondsCPU time; 1.00 wnd8 okpssd. 

-> TEMPORARY. 
-> SELEmIF(FIRSTNE'N'). 
-> SETWIDTH=IO. 
-> DESCRIITVES VARUBLES=WNC 
-> I S T A T I S T I C S ~ U  

>Warning 8 11003 
>The new default cohmm-nylcprinting cannot be used for this DES-, M 

>there em too mmy d c a  to print on one line per variable. Old style 
>printing will b e d  illsted. 0 
There em 199,528 bytcs of memory available. 
The largeat contiguous ua has 198,816bytcs. 



76 bytg of mmory requid for h e  DEScRIprrvEs proadwe. 
4 bytes have already bsm acquirrd. 
72 bytg rCmab,to bc acquirrd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:15 DATAIBACKGROUND ANALYSIS 

page 445 

Numberofdid- . (Wk) = 11.00 

Variable CONC 

MSan 2.209 S.E.Mslll .114 
std Dcv .380 V*Ce .144 
KUX~O& -.357 S.E. Kust 1.279 
Sk-m -.865 S.E. Skew .661 
Rang* 1.148 Minimum 1.507ooOO 
Maximum 2.655oooO Sum 24.303 

Vllidobscrvations- 11 Mk.iobmatMlla - 0  
16 Aug 92 88 1 HILLSIDE DATA EVALUATION pages 
16:21:15 DATAlBACKGROUND ANALYSIS 

M h g t a s l t  roquirtd .04 Koondr CPU time: .00 Koondr ckpsed. 

- > 
- > /STATISTICS=AU- 

ONEWAY OONC BY SOURCE(0,l) 

ONEWAY pmblan r c q u i ~ ~  228 byica of memory. 

lberc am 199.616 bytg of memory avaikble. 
The largest wntiguous area hss 198,456 bytes. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:15 DATAIBACKGROUND ANALYSIS 

page 447 

Vuiable CONC 
ByVnriable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

B E "  GROUPS 1 .7076 .7076 5.6223 .0228 

WIT" GROUPS 39 4.9082 .1259 

TOTAL 40 5.6157 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCTCONFINTFORMEAN 

- 0  11 2.2094 .3795 .1144 1.9544 TO 2.4643 
Gzp 1 30 1.9129 3458 .Wl 1.7837 x) 2.0420 

TOTAL 41 1.9924 .3747 .OS85 1.8741 To 2.1107 

FIXEDEFFJKTSMODEL .3548 .OS54 1.8804 TO 2.1045 

RANDOM EFFECrS MODEL ,1582 -.0174 TO 4.0022 

RANDOM EpFEcrs MODEL - ESTlMATE OF BETWEEN COMPONENTVARIANCE -0361 



GROUP MINIMUM MAXIMUM e 
G r p O  1.5070 2.6550 
Grp 1 1.3280 3.0540 

TOTAL 1.3280 3.0540 
16 Aug 92 88 1 H I U I D E  DATA EVALUATION 
16:21:15 DATAIBACKGROUND ANALYSIS 

T e a ~  for Homogmeity of Vuiancca 

hhrans c = &. vUhCC/sW(v&W) E .5464, P = .681 (&PIOX.) 

Barttco-Bo~ F = .128,P= .721 
Maximum V U h c e  I Miaimurn V-ce 1.205 

16 Aug 92 881 HILLSIDE DATA EVALUATION Page 449 
16:21:15 DATAIBACKGROUND ANALYSIS 

Prcccdingtank rquircd .07 d CPU time: .00 lccoDdl clsped. 

-> NPAR TESTS M-W=CONC BY SOURCE(0,l). 

There arc 199,616 bytea of memory av.ikblC. 
"he largat Contiguo~~ M has 199,616byt~. 

***** Workspace allows for 7127 - for NPAR teata ***** 

16 AUK 92 881 HIllSmE DATA EVALUATION - 
16:21:17 DATAIBACKGROUND ANALYSIS 

- - - - - M.nn-whitneyU - WilcoxonR.nlr Sum W Tat 

CONC 
by SOURCE 

28.27 1 1  SOURCE= .00 
18.33 30 SOURCE= 1.00 - 

41 Totnl 

Exact Corrsaadfortia 
U W 2-T.iledP 2 2 - T d d P  

85.0 311.0 .OX77 -2.3540 .OS6 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:17 DATAIBACKGROUND ANALYSIS 

Page 450 

Page 451 



TITLE '881 HILUIDE DATA EVALUATION'. 
-> SUBTITLE 'DATAIBACKGROUND ANALYSIS'. 
-> INPUTPROGRAM. 
-> DATA UST FILE = & d l . d a t /  FIRST 1-3 (A) CONC4-ZS (10). 

Thin commandwill mad 1 Itoonb fromchcm5l.dst 

Vviablc Rtc start Ed Format 

F L R S T l 1 3 A 3  
CONC 1 4 28 Fzs.10 

-> IP (FIRST EQ 'N') SOURCE=l. 
-> IF (FIRSTNE 9 N )  SOURCE=O. 
-> SETBIANKSpO. 
-> ENDINPUTPROORAM. 
-> TEMPORARY. 
- > 
-> smwIDm=so. 
-> DESCRIPTIVB VARUBLESpCONC 
-> /STATISTICS=ALL. 

SELECT IF (FIRST EQ 'N'). 

>Warning t 11003 
>The new default column-atyle printing cannot be lped for this DESCRIPINES, M 
>there .IC too m y  ltatistig to print on one line per variable. old ayle 
> p r i a t k l g W i l l  belped instead. 

There .IC 197,992 bytea of memory avaikble. 
The largest contiguoun area has 197,792bytea. 

76 bytea of memory mquircd for the DES- p d m .  
4 bytea bavc alrtady been rcquircd. 
72 bytea &to bcacquircd. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:20 DATABACKGROUND ANALYSIS 

Number of valid observations (listarise) = 31.00 

Variable CONC 

M m  1.166 S.E.Mcsn .W3 
Std Dcv .a1 VUbC5 .OS8 
Kurtcsis -.120 S.E. KUI~ .821 
sk.%vnw -.010 S.E. Skew .421 

h4aximum 1.662oooo Slmr 36.134 
.9&4 Minimrrm .6781000 

Validobservations- 31 MLsingobscrvatiom- 0 
16 Aug 92 88 1 HILLSIDE DATA EVALUATION 
16:21:20 DATAlSACKGROUND ANALYSIS 

F'agc 452 

Page 453 

Preceding task roquiml .I2 d CPU time; .00 d ekqmed. 

-> TEhPORARY. - > 
-> SETwIDTH=80. 
-> DES(XK'TM3 VARUBLES~CONC 
-> /STATISTICS=ALL 

SELECT IF (FIRST NE 'N'). 

>Warning X 11003 
>The new default column-ntyle printing m o t  be wed for this DESCRIPINES, M 
>thcreantoo many ststistics to print on one line per variable. Oki ayle 
>printing will be lped instead. 

There arc 199,528 bytea of memory avrilablc. 
The largeat contiguoun - baa 198,816bytcs. 



76 bytea of memory required for the DESCRIPTIVES procedure. 
4 bytea have already been .csuirsd. 
7 2 b y t g m l l a i n t o b c ~ .  
16 Aug 92 881 H I U I D E  DATA EVALUATION 
16:21:21 DATAIBACKGROUND ANALYSIS 

Page 454 

Number of valid obmvtmm . (Wise)- 11.00 

Variable CONC 

Malll 1.222 S.E.Mmu .051 
std Dev .169 Varianrr .029 
Kurtmis -230 S.E.K# 1.279 
Sk- -.425 S.E. Skw .661 

Mnximcnn 1.4720000 SUm 13.437 
R.ngc .550 Minimrrm .9219OOo 

ValidoblmVatioM- 11 ~ i n g o b c r v . t i o n s -  0 
16 Aug 92 881 H I U I D E  DATA EVALUATION 
16:21:21 DATAIBACKGROUND ANALYSIS 

Page 455 

proccdingpulr mquired .05 scconda CPU timC; .00 seconds elapclcd. 

-> ONEWAY CONC BY SOURCy0,l) 
-> /STATISTICS-ALL. 

ONEWAY problan rcquh 228 bylea of memoq. 

There arc 199,616bytcr of m w o y  available. 
The largest contiguow VC(L hss 198,456bytcr. 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:22 DATABACKGROUND ANALYSIS 

Page 456 

Variable CONC 
Byvariable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BFlWEEN GROUPS 1 .0254 .0254 .4994 .e39 

WIT" GROUPS 40 2.0363 . O W  

TOTAL 41 2.0617 

STANDARD STANDARD 
GROUP COUNT MEAN DEWATION ERROR 95PCTCONFINTFoRMEAN 

G r p O  11 1.2216 .1694 .0511 1.1078 To 1.3353 
Grp 1 31 1.1656 2415 .0434 1.0770 TO 1.2542 

TOTAL 42 1.1803 .2242 . O M  1.1104 To 1.2501 

FEEDEFF'ECISMODEL .2256 .0348 1.1099 To 1.2506 

RANDOM EFFECTS MODEL .Om -7379 IO 1.6226 

W A R " G  - BEIWEW COMPONENTVARIANCEIS NEGATIVE 
IT WAS REPIACED BY 0.0 IN COMPUTING ABOVE RANDOM EFFECIS MEASURES 



RANDOM EFFECTS MODEL - ESTIMATE OF B E N "  COMPONENT VARIANCE -BO16 

G r p O  .9219 1.4720 
Grp1 .6781 1.6620 

TOTAL .6781 1.6620 
16 Aug 92 881 IULJSIDE DATA EVALUATION 
162122 DATAIBACKGROUND ANALYSIS 

Page 457 

Tests for Homogcncity of Vuhncca 

cochnns C = Idax. Vuiancc/Sum(Variancca) = .6703, P = .121 (Approx.) 
BwUCO-BOX F = 1.603, P = 206 
Maximum V.riancc I hfinimum Vuhncc 

16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:21:22 DATNBACKGROUND ANALYSIS 

2.033 
Page 458 

proocdhg psk n@mI .07 nccondn CPU time; -00 aeconda ~hped. 

-> NPARTESTS M-WsCONCBY SOURcE(O.1). 

Thm arc 199,616 bytea of mauory wadable. 
The largest contiguow a m  has 199,616 bytea. 

***** WorLspacc E ~ ~ O W B  for 7127 caeca for NPAR tests ***** 

16 Aug 92 881 HIJJSIDE DATA EVALUATION 
16:21:24 DATABACKGROUND ANALYSIS 

- _ - _ -  Mann-whitncy U - Wilcoxon Rsnlr Sum W Tat 

CONC 
by SOURCE 

McaaRanL Casg 

24.36 11 SOURCE= .OO 
20.48 31 SOURCE = 1.00 - 

42 Totat 

Exact Corrsctsd for tica 
U W 2-TdadP Z 2 - T d d P  
139.0 268.0 ,3806 -.9012 .3675 

16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:24 DATNBACKGROUND ANALYSIS 

Page 459 

prtcedingpsk rcquked .05 sccorda CPU time; .OO nccondn ekpsa. 

-> 



TITLE ’881 HILTSIDE DATA EVALUATION’. 
-> SUBTITLE ’DATABACKGROUND ANALYSIS’. 
-> INPUTPROQRAM. 
-> 

This commard will rad 1 Iccotdl fromchem52.dat 

DATA UST FILE = Chcm52.datl FIRST 1-3 (A) CONC 4-28 (10). 

0 

Vpiable Rec Start Ead Format 

F I R S T 1 1 3 A 3  
CONC 1 4 28 m . 1 0  

-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 
-> 

IF (FIRST EQ ’N’) SOURCE- 1. 
IF (FIRST NE IN’) SOURCE=O. 
SET BIANKS=O. 
END INPUT PROORAM. 
TEMPORARY. 
SELECT’ IF (FIRST EQ ’N’). 
Sm WIDTH-SO. 
DESCRIPTNES VARIABLES-CONC 

/STATISTICS=ALL. 

> W e  # 11003 
>The new default columnstyle printing cannot be used for this DESCRIPTNES, M 
>there arc too many sthi ic l  to print on one line per variable. Old style 
>printing will be used inaad. 

There are 197,992 bytea of mawry available. 
The largeat contiguouo am baa 197,792 bytm. 

76 bytea of memory rquircd for the DESCMPTIVES procedure. 
4 byta have alresdy bem a+. 
72 bytea remain to be 
16 Aug 92 881 HIJJSIDE DATA EVALUAlTON 
16:21:27 DATAlBACKGROUND ANALYSIS 

a Page 461 

Number of valid obstrvatiollll (lidwb) = 

Variable CONC 

Mean .OS0 S.E. Mean .006 
Std Dcv .022 VarianCC .Ooo 
KUI~OB~S -.420 S.E.Km 1.121 
Skewn..s .563 S.E. Skew .580 
Range .069 Minimum .0525600 
Maximum . 1 2 2 m  Sum 1.1% 

validobsnvations- 15 MiMingob&oM- 0 
16 Aug 92 881 HILISIDE DATA EVALUATION 

15.00 

p.gt 462 
16:21:27 DATABACKGROUND ANALYSIS 

Pmxding1.sk rcquked .09 d 8  CPU timC; 1.00 %cod  elapsed. 

-> TEMPORARY. 
-> SELECTIF(FIRSTNE’N). 
-> SETWIDTH=80. 
-> DESCRIPINESVARIABLBS=CONC 
-> I S T A T I S T I C S ~ U  

>Warning # 11003 
>The new default column~le printing cannot be d for this D E S C R I m B ,  .I 
>there. arc too m y  lhtistica to print on one line pcr variable. Old style 
>printing Will be used inaad. 0 
There arc 199,528 bytea of memory available. 
The largeat Contiguow am has 198.816 bytm. 



76 bytra of manory r e q u i d  for the DESCRIPTIVES proadurc. 
4 bytea have already bcea .cquirod. 
72 bytra &to beacquirrd. 
16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:21:28 DATMACXGROUND ANALYSIS 

Numbcrofv.lidobecrmb 'ons(listwi) = 11.00 

Variable CONC 

MCdIl .OS6 S.E. Mtsn -011 
Std Dcv .038 V h C C  .OO1 
Ku~toais 1.152 S.E.Kurt 1.279 
Skcamas .912 S.E. Skew .661 

Maximum .1393MK) SUm .620 
*e .129 Minimum .0106200 

validobnellmions- 11 MissingobrvatioM- 0 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:21:28 DATAIBACKGROUND ANALYSIS 

- > ONEWAY CONC BY SOURCE(0,l) 
-> i s T A n s n c s = u  

ONEWAY problem rsquircS 228 bytca of meznoty. 

'Ihert arc 199,616 bytca of memory available. 
The largest contiguous area has 198,456 bytca. 
16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:21:28 DATAIBACKGROUND ANALYSIS 

Page 463 

464 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARIANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BETWEEN GROUPS 1 BO35 .W35 3.9480 .OS85 

WITHIN GROUPS 24 .ox1 .oO09 

TOTAL 2s . a 5  

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCTcoNFJNTR3RIb4E4N 

G r p O  11 .OS64 .0377 -0114 .0310 TO .OS17 
Grp 1 15 .0797 3221 .W57 .0675 TO .0920 

TOTAL 26 .0698 .0313 .W61 -0572 TO .OS25 

mXEDEFF%CTSMODEL .M96 .0058 .OS78 To .OS18 

RANDOM EFFECTS MODEL .0117 -.0795 To 2191 

RANDOM EFFEm MODEL - ESTIMATE OF BETWEEN C O m N E N T  VARIANCE .ooM 



GROUP MINIMUM MAXIMUM e 
G r p O  -0106 .1393 
Grp1 .OS26 .1220 

'ZDTAL .0106 .1393 
16 Aug 92 881 HILISIDE DATA EVALUATION 
16:21:28 DATABACKGROUND ANALYSIS 

Teclts for Homogmcity of V.rhnas 

COchraDl C = Max. VuiuI~Sum(Vuiancu~) = .7445. P = ,076 (Appx.) 
Bartlca-Bo~ F 3.242, P = .072 
Maximum Variance I Minhnum Vuiancc 2.914 

16 Aug 92 881 HUlSIDE DATA EVALUATION p w  467 
16:21:28 DATABACKGROUND ANAL.YSIS 

precrditasLrsquirsd.07rccoldsCPUtimc; .OO.ocondselqmed. 

-> NPAR TESTS M-W=CONC BY SOURCE(0,l). 

There .sc 199,616 bytca of memory evlJLblc. 
~elargestcontipou~areahs,  199,616bytea. 

***** Workqmcc dowi  for 7127 - for NPAR tats ***** 

16 Aug 92 881 HILJSIDE DATA EVALUATION 
16:21:30 DATA/BACKGROUND ANALYSIS 

- - - - - M a n n - W h h ~ U  - W ~ X O U  Rd SUUJ W Tost 

CONC 
by SOURCE 

M e a a R d  Chaa 

9.64 1 1  SOURCE- .00 
16.33 15 SOURCE - 1.00 - 

26 T0t.l 

Excrct corrected for tis 
U W 2-T&d P 2 2 - T d d P  

40.0 106.0 .a74  -2.2061 .a74  

16 Aug 92 881 HIllSIDE DATA EVALUATION 
16:21:30 DATABACKGROUND ANALYSIS 

page 469 



TITLE ‘881 HlllSIDE DATA EVALUATION’. 
- > SUBTIlLE ‘DATAIBACKGROUND ANALYSIS’. 
-> INPUTPROGRAM. 
-> DATA LIST FILE = Chcm53htl FIRST 1-3 (A) CONC 4-28 (10). 

T b  corrrrrmd will read 1 ruandn from chd3.dat  

Variable Rcc Start M Fonnat 

FKRST 1 1 3 A3 
CONC 1 4 28 p25.10 

-> IF(FIRSTEQ’N’)SOKJRCK=l. 
-> IF (FIRSTNE ’N’) SOURCE=O. 
-> SETBIANKS=O. 
-> ENDINPUTPROGRAM. 
-> TEh4PoRARY. 
-> SELECrIF(FTRSTEQ’N’). 

-> DESCRIP?TVESVARTABLES=CONC 
-> SETWIDmE80. 

- > /STATISTICS-ALL 

>Warning Y 11003 
> Tbc new default column-style printing cannot be ustd for this DESCRIPTNES, M 

>there arc too many srrtistica to print OD one line per variable. Old style 
>printing will be WJCd inrtcsd. 

?here am 197,992- of manory available. 
?he largeat amtiguoru race, has 197,792 bytea. 

76 bytea of memory required for the DESCRIPTIVES procedure. 
4 bytw have already been .cquired. 
72 bytcs rrmain to be aquircd. 
16 Aug 92 881 H I D I D E  DATA EVALUATION 
16:21:34 DATAIBACKGROUND ANALYSIS 

Number of valid obaerv.tions (Wirc) = 

Variable CONC 

MCan 1.267 S.E. Man .060 
std Ikv .337 VarLncc .113 
KurtosM .623 S.E.Kut .821 
S k w n w  .443 S.E. Skew .421 
Range 1.573 Minimum .6257000 
Maximrrm 2.1990000 SlUU 39.269 

31.00 

V a l i d ~ b s c r ~ a t i ~ n ~ -  31 Miuing~brtrvationS- 0 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:34 DATA/BACKGROUND ANALYSIS 

Page 470 
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Preceding task isquirrd .lo ncconcls CPU time; 1.00 d ekpsed. 

-> rEumRARY. 
-> SELECrIF(FIRSTNE’N’). 
-> SETWIDTIi=BO. 
-> DESCRIPTIVESVARIABLESECONC - > /STATISTICS=ALL 

>Weming 1 11003 
>?be BW default column-style printing cannot bc wd for this DESCRIPIWES, M 
>there arc too many statistia to print on one line per variable. Old style 
>printing will be ustd iwtuld. 

There arc 199.528 bytea of manory avrikbic. 
The largest contiguous area has 198,816bytes. 



.. 76 bytcs of mcmo+y rquircd for the DESCRIPTIVES procedure. 
4 bvtg have alrrsdy beco .cquirod. 
72 bytg rcmainto bc.cquirtd. 
16 Aug 92 881 HIllsIDE DATA EVALUATION 
16:21:34 DATAlBACKGROUND ANALYSIS 

Nleabcr of valid obrvltions (IietWLc) = 

Vuiablu CONC 

11.00 

Page 472 

M- 1.233 S.E.Mcan .068 
Std Dcv .225 Varianct .051 
KuI~o~% -.794 S.E.Kurt 1.279 
SkcamcsS -.a6 S.E. Skw .661 
Range .677 
Iklaximlea 1.521oooO SUm 13.560 

Validobrvatiom- 11 M t r i o b r v a t i m -  0 
16 Aug 92 881 H I U I D E  DATA EVALUATION 
16:21:34 DATAlBACKGROUND ANALYSIS 

Mmmunn 3439000 . .  

Pagu 413 

pnccdingtuk rcqukd .w d c p u  time; .oo d e l p e d .  

-> 0"AY CONC BY souRCE(0,l) 
-> ISTATISTICS=ALs. 

ONEWAY problem mquim 228 bytg of manov. 

Thurc arc 199,616- of m a n q  available. 
Thu largest contiguous area has 198.456bytm. 
16 Aug 92 881 HILISIDE DATA EVAulAllON 
16:21:36 DATABACKGROUND ANALYSIS 

P a p  414 

Variable CONC 
By Variable SOURCE 

ANALYSIS OF VARlANCE 

SUMOF MEAN F F  
SOURCE D.F. SQUARES SQUARES RATIO PROB. 

BETWEEN GROUPS 1 .ooW .0094 A962 .7580 

WITHIN GROUPS 40 3.9089 .w77 

TOTAL 41 3.9183 

STANDARD STANDARD 
GROUP COUNT MEAN DEVIATION ERROR 95PCTCONFINTpORMEAN 

O r p O  11 1.2327 .2251 .a79 1.0815 To 1.3839 
Grp 1 31 1.2667 .3368 .0605 1.1432 To 1.3903 

TOTAL 42 1.2578 .3091 A477 1.1615 To 1.3542 

FIXEDEITECTSMODEL .3126 ,0482 1.1603 To 1.3553 

RANDOM EFPECTS MODEL -0482 A449 l0 1.8707 

WARNING - BETWEEN COMPONENT VARIANCE IS NEGATIVE 
IT WAS REPMCED BY 0.0 IN COMPUTING ABOVE RANDOM EFFECl3 MEASURES 



RANDOM EFFECXS MODEL - ESllMATE OF BEIWEW COMPONENTVARIANCE -A054 

GROUP MINIMUM MAXIMUM 

Grpo A439 1.5210 
orpl .6257 2.1990 

TOTAL .6257 2.1990 
16 Aug 92 881 HILLSIDE DATA EVALUATION 
16:21:36 DATABACKGROUND ANALYSIS 

Page 475 

Tests for Homogmeity of Vukncg 

Cochnol C = Max. V&cdSum(V&w) = -6912, P = .079 (Approx.) 
Bartlm-Bo~ F 2.030, P .154 
Maximum Variance I Minimum Variance 

16 Aug 92 881 HIhSIDE DATA EVALUATION 
16:21:36 DATABACKGROUND ANALYSIS 

2.238 
Pngc 476 

pncedingtask r equ i d  .07 d CPIJ time; .00 secomia elapsed. 

-> NPARTESTS M-WsCONCBY SOURCE(0,l). 

There arc 199,616 bytea o f  memory available. 
The largeat contig~~ous ucll h.s 199,616 bytg. 

***** W o h p c c  llloprr for 7127 

16 Aug 92 881 HILZSIDE DATA EVALUATION 
16:21:38 DATABACKGROUND ANALYSIS 

for NPAR tclts ***** 

CONC 
by SOURCE 

20.73 11 SOURCE = .00 
21.77 31 SOURCE- 1.00 - 

42 T d  

Exact Corrected for tia 
U W 2-T1il~dP 2 2-TailedP 
162.0 228.0 .8216 - 3 3 2  .SO79 

16 Aug 92 881 HIUSIDE DATA EVALUATION 
16:21:38 DATABACKGROUND ANALYSIS 

Page 477 

Page 478 
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F2-1 
SUMMARY OF CHANGES 
INTENDED M)R THE PHE 



F'2-1 SUMMARY OF CHANGES INTENDED FOR THE PHE 

Since Technical Memorandum No. 6, Exposure Scenarios, was issued, new information has been 

identified through review of data, literature searches, and input from various regulatory 

agencies. Consequently, this new information has resulted in changes that will be included in 

the Public Health Evaluation (PHE). The following is a brief summary of these changes 

intended for the PHE since the original issue of Technical Memorandum No. 6, Exposure 

Scenarios, (see F2-2 of this attachment). 

e Added ingestion of vegetables pathway to future onsite resident scenario. 

e Added inhalation of dust during excavation pathway to future onsite 
commercial/industrial worker scenario. 

e Changed the following exposure parameters: indoor inhalation = 15 m3/day 
(OSWER Dir 9285.6-03), ABS for metals = 2E-6 (February 1990), ABS for 
PAHs = 5% (EPA 1989b), ABS for PCBs = 5% (EPA 1989b), ABS for 
volatiles = 40% (EPA 1992d), adult exposure duration = 24 years (EPA 1989), 
averaging time for adults = 8,760 days (EPA 1989), adult dermal adherence 
factor = 0.9 mg/cm2 (EPA 1992), adult skin surface area = 5,800 cm2 (EPA 
1992), child skin surface area = 2,295 cm2 (EPA 1992). 

e To support the approach that ingestion of ground water was not analyzed, the 
report from the Office of the State Engineer, and the "Preliminary Assessment 
Memorandum Hydrogeology and Ground Water Contamination at the Western 
Terminus of the French Drain" have been included. 

October 1992 Drrft 
(P:\EBRFTBOA\649\REPACH~.RV2\10/20/92) 1 



ROY ROMER 
Governor 

OFFICE OF THE STATE ENGINEER 
DIVISION OF WATER RESOURCES 

1313 Sherman Street-Room 818 
Denver, Colorado 80203 

(303) 866-3581 
FAX (3031 866-3589 
M a r c h  '12. 1992 

JERIS A. DANIELSON 
State Engineer 

M r .  S c o t t  Grace 
U n i t e d  S t a t e s  D e p a r t m e n t  o f  E n e r a y  
R o c k y  F l a t s  O f f i c e  
P.O.  Box 928 
G o l d e n .  CO 80402-0928 

Dear M r .  Grace: 

We h a v e  r e v i e w e d  t h e  d o c u m e n t  s u b m i t t e d  e n t i t l e d ,  " P u b l i c  
H e a l t h  R i s k  A s s e s s m e n t .  881 H i l l s i d e  Area (OUl), T e c h n i c a l  
Plemorandum No. 6 .  E x p o s u r e  S c e n a r i o s .  R e v i s i o n  3.0". d a t e d  M a r c h  
1992. T h e  p u r p o s e  o f  o u r  r e v i e w  was t o  s o e c i f i c a l l v  e v a l u a t e  t h e  
f i n d i n q s  p r e s e n t e d  i n  A u o e n d i x  8. " I n v e s t i g a t i o n  a n d  S i m u l a t i o n  of 
Water P r o d u c t i o n  C a p a b i l i t i e s " .  

*\ 

T h e  b a s i c  c o n c l u s i o n  o f  t h i s  a p p e n d i x  i s  t h a t  n e i t h e r  t h e  
s h a l l o w  a l l u v i a l  a q u i f e r  ( R o c k y  F l a t s  A l l u v i u m )  n o r  t h e  u n d e r l V i n 9  
A r a p a h o e  A q u i f e r  i s  c a p a b l e  o f  p r o d u c i n g  s u f f i c i e n t  water f o r  e v e n  
d o m e s t i c  p u r p o s e s .  T h i s  c o n c l u s i o n  r ~ a s  d e r i v e d  from m o d e l  
s i m u l a t i o n  r u n s  u t i l i z i n g  t h e  U S G S  MODFLOW g r o u n d  water flow 
s i m u l a t i o n  p a c k a g e .  T h i s  c o n c l u s i o n  i s  a p p l i e d  o n l y  t o  t h e  851 
H i l l s i d e  area. 

W h i l e  t h e  b a s i c  i n p u t  parameters are g i v e n  i n  t h e  a p p e n d i x ,  
a c t u a l  model  s e t u p  a n d  o u t p u t  were n o t  s u b m i t t e d .  B a s i c a l l y .  t h e  
parameters s e l e c t e d  a n d  p r e s e n t e d  i n  T a b l e  B-3 a n d  T a b l e  B-4 a p p e a r  
t o  b e  r e a s o n a b l e  w i t h  t h e  e x c e p t i o n  o f  t h e  spec i f i c  y i e l d  v a l u e  foe  
t h e  A r a p a h o e  A q u i f e r .  B a s e d  o n  p r e v i o u s  w o r k  b y  t h e  U S G S  a n d  o n  
r e s e a r c h e d  f u n d e d  by t h i s  o f f i c e  a n d  t h e  C o l o r a d o  Water 
C o n s e r v a t i o n  B o a r d ,  t h e  a c t u a l  speci f ic  y i e l d  of' t h e  A r a p a h o e  
A u u i f e r  r a n g e s  b e t w e e n  0.15 a n d  0.20. T h e  s i m u l a t i o n  r u n s  u s e d  a 
v a l u e  o f  0.30. T h e  u s e  o f  t h e  h i g h e r  v a l u e  w i l l  r e s u l t  i n  more 
water b e i n g  r e l e a s e d  from storaqe a n d  a more r a p i d  d e p l e t i o n .  T h i s  
w i l l  c a u s e  c e l l s  t o  " d r y  u p "  more q u i c k l y  t h a n  t h e y  may in 
a c t u a l i t y .  A l t h o u g h  we s u g g e s t  t h a t  t h e  model  be r e r u n  w i t h  a 
speci f ic  y i e l d  o f  n o  more t h a n  0.20, w e  d o  n o t  feel t h a t  t h e  
r e s u l t  w i l l  s i g n i f i c a n t l y  c h a n g e  t h e  c o n c l u s i o n .  I t  w i l l  c h a n g e  
t h e  l e n g t h  of t i m e  n e c e s s a r y  t o  d e p l e t e  ce l l s .  

B a s e d  o n  t h e s e  c o m m e n t s .  we feel t h a t  t h e  c o n c l u s i o n  t h a t  
n e i t h e r  a q u i f e r  i s  a p o t e n t i a l  s o u r c e  f o r  d o m e s t i c  water s u p p l i e s  
i n  t h e  881 H i l l s i d e  area i s  v a l i d  when c o n s i d e r i n g  f u t u r e  l a n d  u s e .  

ble w o u l d  l i k e  t o  c o m m e n t  o n  s e v e r a l  s t a t e m e n t s  made i n  t h e  
d o c u m e n t  w h i c h  a r e  n o t  n e c e s s a r i l y  correct  a n d  s h o u l d  b e  c o r r e c t e d  
p r i o r  t o  i s s u a n c e  o f  t h e  f i n a l  d o c u m e n t .  



1.  P a q e  B-5, P a r a g r a p h  4 -- T h i s  p a r a g r a p h  states t h a t  
d o m e s t i c  wells d r i l l e d  t o  t h e  L a r a m i e - F o x  H i l l s  a q u i f e r  
(580 t o  700 f e e t )  are n o t  a n  e c o n o m i c a l l y  v i a b l e  
a l t e r n a t i v e .  T h i s  i s  n o t  t r u e .  I t  i 5  u u i t e  common i n  
t h e  D e n v e r  B a s i n  f o r  d o m e s t i c  wells t o  b e  d r i l l e d  t o  
d e p t h s  i n  excess o f  1000 f ee t .  T h e r e f o r e ,  L a r a m i e - F o x  
H i l l s  wells fo r  d o m e s t i c  p u r p o s e s  are v e r y  l i k e l y  i n  t h e  
f u t u r e  d e p e n d i n g  o n  t h e  p e r m i t t e d  l a n d  use. 

2. P a g e  8-9, l a s t  p a r a g r a p h  -- I t  i s  s t a t e d  t h a t  w e l l  v i e l d s  
l i s t e d  i n  T a b l e  B - 5  are  t h e  maximum o e r m i s s i b l e  pumping 
rates.  A c t u a l l y  t h e  rates l i s t e d  f o r  t h e  d o m e s t i c  wells 
are t h o s e  r e p o r t e d  b y  t h e  d r i l l e r  a t  t h e  t i m e  t h e  well 
was c o m p l e t e d  a n d  a c t u a l  p e r m i s s i b l e  pumping rates may be 
e i t h e r  15 gpm o r  25 gpm d e p e n d i n g  o n  t h e  \/ear t h e  w e 1 1  
was P e r m i t t e d .  I t  is  t r u e  t h a t  t h e  p e r m i s s i b l e  rate i s  
i n d e p e n d e n t  of  t h e  a c t u a l  s u s t a i n e d  y i e l d .  P e r m i t t e d  
pumping rates far wells o ther  t h a n  d o m e s t i c  a n d  s t o c k  
( p e r m i t  n u m b e r s  w i t h  t h e  s u f f i x  "F") may a l s o  b e  
d i f f e r e n t  t h a n  e i t h e r  t h e  maximum pumping rate or  t h e  
s u s t a i n e d  y i e l d .  

7 J. P a g e  B-13. f i rs t  p a r a g r a p h  -- P e r m i t t e d  w e l l  y i e l d s  of 
less t h a n  15 gpm d o  n o t  n e c e s s a r i l y  mean t h a t  a well i s  
l i m i t e d  t o  d o m e s t i c  o r  s t o c k  u5e. 

4 .  P a g e  B-17. l a s t  p a r a g r a p h  -- I t  i s  s t a t e d  t h a t  t h e  
b e d r o c k  d i p s  a p p r o x i m a t e l y  1 d e g r e e .  However. P a g e  2 
states t h a t  t h e  d i p  is  2 d e g r e e s .  

We h o p e  t h a t  t h e s e  c o m m e n t s  are h e l p f u l .  S h o u l d  you h a v e  a n y  
q u e s t i o n s  p lease  contact  m e  a t  (303) 866-3585. 

C h i e f ,  G e o t e c h n i c a l '  S e r v i c e s  / 

cc:  H a l  S i r n u s o n ,  A c t i n g  S t a t e  E n g i n e e r  
G a r y  Baughman,  C o l o r a d o  D e p a r t m e n t  o f  H e a l t h ,  Rocky F l a t s  U n i t  
Ron C a t t a n i ,  E x e c u t i v e  Direc tor ' s  O f f i c e ,  CDNR 

0 
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1.0 INTRODUCTION 

This memorandum presents the most recent evaluation of hydrogeologic conditions and potential 0 
ground water contamination near the western terminus of the french drain located south of 

Building 881. The conditions depicted in this memorandum were assessed using data from the 

recent Phase III RCRA (Resource Conservation and Recovery A&) Facility 

Investigation/Remedial Investigation (RFVRI) and the Interim Measurehterh Remedial Action 

(IM/IR4) fiench drain monitoring program for Operable Unit No. 1 (OU1). The intent of this 

evaluation is to illustrate that any potentially contaminated ground water in the upper 

hydrostratigraphic unit (HSU) in the westem portion of OU1 will be intercepted by the french 

drain and that potentially contaminated ground water originating from sources further west of 

OU1 can be evaluated under the lM/IRA french drain monitoring program and the routine ground 

water monitoring program. If contaminated ground water is detected’in the colluvium during 

these monitoring programs, the possibility of adding additional monitoring wells or piezometers 

may be evaluated. 

0 2.0 HYDROGEOLOGY 

In the vicinity of the western terminus of the french drain, the upper HSU is comprised of 

colluvium and fill material. In general, the upper HSU in this area is apparently uniformly 

saturated, as illustrated by the water table map (Figure l), which shows the configuration of the 

upper HSU water table during January 1992 prior to completion of the french drain. Figure 2 

presents the saturated thickness of the upper HSU. Based on the water table contours and the 

saturated thicknesses presented for this period, ground water in the upper HSU in this area flows 

to the south and east, predominantly constrained by channel-like features occurring Within the 

low-permeability bedrock surface. The westernmost flow path (Figure 1) intersects the french 

drain in the vicinity of the drain’s western terminus. This indicates that any potentially 

contaminated ground water in the westemmost portion of OU1 would be intercepted by the 

french drain even before the effects of drawdown increase the capture zone. 

881/0090 9/23/92 835 am ap 
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Appendix A of the IM/IRA French Drain Performance Monitoring Plan (DOE 1992) presents 

ground water modeling results that illustrate the impact of drawdown in the upper HSU due to 

operation of the french drain. Qualitative evaluation of the modeling results indicate that water 

table contours will bend around the terminus of the french drain, in response to changes in 
hydraulic gradient caused by the constant head discharge boundary represented by the french 

drain, directing ground water flow paths originating west of the french drain toward the french 

drain. Time series modeling results, also presented in Appendix A, show that as the french drain 

continues to operate, the localized drawdown around the western terminus of the french drain will 

increase and cause the lateral extent of the capture zone to increase. Therefore, as operational 

t h e  increases, colluvial ground water residing further and further west of the western terminus 

will be drawn toward the french drain and ultimately captured. 

e 

3.0 ORGANIC CONTAMINANTS IN UPPER HSU GROUND WATER IN WESTERN OU1 

Figures 3 and 4 illustrate the analytical results of ground water sampling conducted during the 

OU1 Phase III RFI/RI and subsequent sampling in the vicinity of the western terminus of the 

french drain. These results indicate that organic contaminants occur at very low concentrations 

upgradient of the western terminus at wells 0187,5187,35391, and 37791. These detections do 

not exceed contaminant specific Maximum Contaminant Levels and were not repeated in 

subsequent sampling events. Also, the distribution and concentrations of organics detected do 

not indicate a continual source of contamination, nor do they indicate the presence of a plume 

of contaminated ground water. As the ground water upgradient of the french drain migrates 

down the hillside, degradation and dilution of organic compounds is expected to occur primarily 

due to low average horizontal ground water flow velocities (calculated at only 30 to 60 feet per 

year) and from fresh water recharge events (precipitation). Ground water flow directions and 

predicted drawdown in the upper HSU indicate that the french drain will ultimately intercept 

ground water from these wells as it migrates down the hillside. 

0 
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4.0 CURRENT INFORMATION ON THE KYDROGEOLOGICAL IMPACTS OF 
FRENCH DRAIN OPERATION 

Water levels have been reported for the OU1 Phase ID RFI/RI monitoring wells and piezometers 

since the french drain was completed in February 1992 (Table 1). Water levels have dropped 

approximately 4 feet upgradient of the french drain at monitoring well 35691 since the french 

drain became operational, even during the wetter spring and summer months. Water levels 

further upgradient of the french drain (monitoring wells 0187, 5387, and 5487) have not 

decreased as dramatically. The localized lowering of the water table near monitoring well 35691 

can be attributed to the loss of ground water recharge to this area from the Building 881 footing 

drain system. Water from the Building 881 footing drain system was historically discharged to 

the skimming pond located south of Building 881. Upon completion of the french drain, this 

discharge was piped directIy into the french drain and is no longer a source of recharge to the 

upper HSU. Figure 5 illustrates the lowered water table in the western portion of OU1 during 

the high water table conditions of spring. The lowered water table confirms, in part, the 

drawdown effect of the completed fiench drain system. 

Field observations of the western terminus area made September 18, 1992 indicate that the water 

table in the colluvium south of Building 850, west of the western terminus area, is near the 

surface. This was evident based on high water levels in the south interceptor ditch west of the 

french drain and based on the presence of seeps along the break in slope above the south 

interceptor ditch in this area. Recharge to this area occurs from surface water run off observed 

in ditches eminating from culverts and discharge pipes near the rim of the valley and under flow 

of groundwater from the Rocky Flats Alluvium. 

The high water table south of Building 850 confirms that a significant groundwater gradient 

exists toward the westem terminus where groundwater elevations and water levels in the south 

interceptor ditch are lower. 

881/0090 9/22/92 8:14 am ap 
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5.0 IM/IRA FRENCH DRAIN MONITORING PROGRAM AND 
ROUTINE GROUND WATER SAMPLING PROGRAM 

To confirm the pre-operational interpretation of ground water flow path directions and 

effectiveness of the fiench drain during its operation, additional monitoring wells were installed 

during August 1992 under the IM/IRA french drain monitoring program. Figure 6 shows the 

locations of six wells in the vicinity of the western tenninus. The capture zone around the 

western terminus of the french drain will be evaluated using water levels from these monitoring 

wells located south and west of the fiench drain. 

a 

The newly installed IM/IRA french drain monitoring program wells will be sampled quarterly. 

Field parameters such as pH, specific conductivity, and temperature will be measured. Samples 

collected will be analyzed for Contract Laboratory Program (CLP) Target Compound List 

organics including volatiles, semivolatiles, and pesticides&olychated biphenyls, and CLP 

Target Analyte List metals, radionuclides, and other inorganics. Samples of surface water runoff 

from the west parking lot at Building 850 will be collected quarterly and analyzed for the same 

suite of analytes called for by the IM/IRA fiench drain monitoring program. Surface water 

samples from the South Interceptor Ditch will be collected and analyzed as part of the routine 

ground water sampling program (Figure 5). 

'@ 

Wells sampled during the OU1 Phase III RFI/R.I will continue to be sampled each quarter under 

the routine ground water monitoring program. 

The water level data collected under the OU1 Phase III RFVR, the IM/I[RA french drain 
monitoring program and the routine ground water monitoring program at and near the OU1 site 

will continue to be evaluated to determine the hydrological conditions upgradient and around the 

western terminus of the french drain. Any potential ground water contamination detected at 

monitoring wells FDOSA and FD04A will also be evaluated. Potential source areas will be 

identified by comparing the types and concentrations of analytes detected. If potential source 

areas cannot be determined using the existing array of wells and sampling locations, it may be 

10 RelimiDay Assessmeat Manomdurn 
Western Terminus ot French Drain 
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recommended that additional monitoring wells or piezometers be installed upgradient or west of 
monitoring wells FDO5A and FD04A. These wells or piezometers could be installed under the 

existing IM/JRA french drain monitoring Program if necessary. 

0 

6.0 SUMMARY 

Based on the data presented, no cohesive or distinct plumes of contaminated ground water exist 

downgradient of the western portion of OU1. Likewise, it is unlikely that potentially 

contaminated ground water originating within the western boundaries of OU1 could bypass the 

westem terminus of the french drain. Additional monitoring wells have been installed west of 

the western texminus as part of the IM/IRA french drain monitoring program to evaluate the 

effectiveness of the french drain. Quarterly sampling of ground water and surface water will be 

performed under the lM/IR4 program as well as the routine ground water monitoring program. 

Analytical results from these programs will be evaluated to determine the presence or absence 

of other potential ground water contamination sources west of OU1. Based on the results of 

these sampling programs, additional monitoring wells or piezometers may be installed under the 

IhVl'M french drain monitoring program 0 
7.0 REFERENCES 
DOE. 1992. Final Interim Measure/Interim Remedial Action French Drain Performance 

Monitoring Plan, Rocky Flats Plant, 881 Hillside Area (Operable Unit No. l), May 1992. 
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EXECUTIVESUMMARY 

This Exposure Scenario Technical Memorandum is presented as part of the Public 

Health Evaluation (PHE) of the Baseline Risk Assessment (BRA) for the 881 Hillside Area 
Operable Unit #1 (OU1) at the Rocb Flats Plant (RFP). It does not include the 
Environmental Evaluation @E) portion of the BRA. The purpose of this technical 
memorandum is to describe "present, potential, and reasonable use [scenarios] with a 

description of the assumptions made and the use of data" as specified in the Interagency 

Agreement (IAG 1991). The objective is to present information on current and future land 

use to enable selection of reasonable scenarios to be used for the PHE. Potential scenarios 
are identified according to the Environmental Protection Agency (EPA) concept of reasonable 

maximum exposure (RME), defined as conservative, but within a realistic range of 
exposures, and are "reasonably expected to occuf at a site" @PA 199Ob). The term 
"potential" is used to mean " a reasonable chance of occurrence within the context of the 

reasonable maximum exposure scenario" (EPA 199Oa). Using this approach, the potential or 

likelihood of a scenario occurring is classified as improbable, plausible, or credible; defined 

in this document as 1) improbable - unlikely to occur, 2) plausible - conceivable, though not 

expected, and 3) credible - believable with reasonable grounds. 

@ 

The physical environment of RFP is important in assessing the key mechanisms by 

which contaminants may be transported from sources to receptor populations. The climate is 

characterized as semi-arid, receiving approximately 0.38 meters [m] (15 inches) of 
precipitation annually. Winds blow predominantly from the northwest quadrant to the 

southwest, and exceed 15 meters per second [mh] (34 miles per hour [mph]) approximately 

5% of the year. The predominant geologic units at OU1 include the Rocky Flats Alluvium, 
colluvium, valley-fill alluvium and the Arapahoe and Laramie Formations. The water table 

at OU1 fluctuates seasonally by several feet. Groundwater flow is generally to the south and 

southeast and occurs in colluvium and weathered bedrock. The French drain was designed to 

capture shallow ground water at OU1. This physical environment includes a riparian habitat 



and is part of a unique grassland community, providing protection for such animals as deer, 

coyotes, rabbits, many varieties of birds, and several types of reptiles. 

RFP is located approximately 26 kilometers m] (16 miles) northwest of Denver, 

Colorado and approximately 16 km (10 miles) south of Boulder. The 881 Hillside Area is 
located to the south and southeast of the center of the plant and is separated from the 
southern and eastern plant boundaries by approximately 1.6 km (1 mile) of undeveloped 

Department of Energy @OE)-owned buffer zone. Approximately 9,OOO people live within 

an 8-km (5-mile) radius from the center of the plant, with most of these located to the south 

and east between 6.4 and 8 km (4 and 5 miles) away. The majority of the population beyond 

a 6.4-km (4-mile) radius receives its water from public utilities, while the smaller population 

(684 people) closer to RFP, 3.2 - 6.4 km (2-4 miles), is potentially supplied by domestic 
water wells. 

Current off-site land use includes residential, commercidindustrial, limited 

agricultural, and recreational uses, and current on-site use is restricted to RFP personnel or 

visitors. According to the plans of Jefferson County and of a group of area landowners, 

Jefferson Center Associates, credible future uses of off-site land include 1) commercial/ 

industrial uses adjacent to RFP, and 2) residential and recreational uses further away. Due 

to commercial land development pressures and limited water supplies, it is improbable that 

future off-site use will include agricultural land use. As the land manager responsible for 

determining future onsite use, DOE must consider existing policies and potential liabilities. 

Future on-site use as an ecological reserve is credible and consistent with Atomic Energy 

Commission (AEC) and DOE policy and is allowed under DOE Order 4300.1B; 

commerciaUindustrial use in the areas currently developed for operations is also credible. 

Due to potential liabilities and the ecological reseme policy, it is improbable that future land 

uses will include agricultural or residential uses. However, at the request of EPA and the 

Colorado Department of Health (CDH), residential use will be quantitatively evaluated. The 
most likely time that the site would be available for alternative use is the year 2047, allowing 

20 years for relocation of special nuclear materials (SNM) and SNM production and 35 years 



@ for decontamination and decommissioning @&D). Because it is possible the site could 

become available before 2047, the target date of the year 2020 set by Energy Secretary 

Admiral James D. Watkins for completion of Environmental Restoration (ER) is proposed by 

DOE to evaluate risks related to future potential use. However, at the request of EPA and 

CDH, the hypothetical future resident will be assumed to reside at OU1 under conditions that 

exist now, Coexisting with the adjacent special nuclear matefials and production facilities. 

Future land uses that are credible or additional land uses that have been specifically 

requested by EPA and CDH will be used for quantitative exposure assessment, while those 

that are less likely will not be evaluated. The land use scenarios selected for quantitative 

exposure assessment are 1) current off-site residential, 2) current on-site 

commerciaUindustrid (requested by EPA and CDH), 3) future on-site residential (requested 

by EPA and CDH), 4) future on-site commercWindustrial, and 5) future on-site ecological 

reserve. For those scenarios that will be quantitatively assessed, complete exposure 

pathways and exposure parameters have been identified. Quantitative exposure assessment of 

these RME scenarios will be conducted as part of the PHE portion of the BRA. 0 
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.@ 1.0 INTRODUCTION 

1.1 Purpose 

This Exposure Scenario Technical Memorandum is presented as part of the Public 

Health Evaluation @HE) of the Baseline Risk Assessment (BRA) for the 881 Hillside Area 

Operable Unit #1 (OU1) located at the Rocky Flats Plant (RFP) (Figure 1-1). This technical 

memorandum outlines present and future reasonable land use scenarios along with applicable 

exposure parameters. The purpose of this technical memorandum is to describe "the present, 

potential, and reasonable use with a description of the assumptions made and the use of data" 

as specified in Attachment 2, Section VII.D of the Interagency Agreement (IAG 1991). 

Applicable exposure scenarios will be used to estimate intakes of contaminants by receptor 

populations during the Exposure Assessment phase of the PHE. This memorandum is being 

submitted prior to the required submittal of the BRA for OUl as specified in Attachment 2, 

Section VII.D of the IAG. 0 
1.2 scope 

The scope of this Technical Memorandum is limited to the identification of current 

and future land use and human exposure scenarios for OU1, including identifymg exposure 

pathways and intake and exposure values. Potential scenarios are identified according to the 

Environmental Protection Agency (EPA) concept of reasonable maximum exposure (RME), 

defined as conservative, but within a realistic range of exposures, and are reasonably 

expected to occur at a site (EPA 199Ob). The term "potential" is used to mean " a 
reasonable chance of occurrence within the context of the reasonable maximum exposure 

scenario" (EPA 199Oa). Using this approach, the potential or likelihood of a scenario 

occurring is classified as improbable, plausible, or credible. In this document, "improbable" 

is used to indicate scenarios that are unlikely to occur. "Plausible" is used to indicate 

scenarios that are conceivable, though not expected, and "credible" is used to designate 

scenarios that are believable with reasonable grounds. Thus, in order of increasing credence, 0 



! WEP_C?, ..- 
* ~ ~ D A M S  co. t 

i f  

0 

I) 

I) 



@ the terms range from improbable (unlikely to occur) through plausible (conceivable, though 

not expected) to credible (believable with reasonable grounds). 

In general, land uses that are likely to occur will be considered for quantitative 

exposure assessment, while those that are less likely are qualitatively discussed or dismissed 

from further consideration. 
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@ 2.0 pIIYs1cALE"MENT 

The physical environment is de-scribed in the OU1 work plan (EG&G 1991b). The 

following is a summary of the information describing climate, geology, hydrology, and biota. 

2.1 Climate 

The area has a semi-arid climate and receives approximately 0.38 meters (15 inches) 

of precipitation annually. Approximately half of this moisture is received during the winter 

and spring as snowfall, approximately 30 percent falls during summer thunderstorms, and the 

remainder is received as light rain during the spring, summer, and fall. Annual free-water 

evaporation is approximately 1.1 meters (45 inches), substantially greater than the amount of 
annual precipitation. 

The general annual wind pattern (Figure 2-1) for RFP indicates that winds flow from 

@ the northwest quadrant approximately 46 percent of the year. Outside of the northwest 

quadrant, the next largest wind rose component is due to wind from the west-southwest, 

which occurs approximately 7.2 percent of the year. The highest velocity winds 

(> 15 meters per second [ds]) (> 34.5 miles per hour [mphl) are generally from the 

northwest. Topographical conditions specific to OU1 may cause local variations in wind 

direction; however, the annual averages are not expected to be significantly different from 
those for the entire RFP site. Based on the above information, the general area from the 

east-northeast to the south of RFP could be impacted by atmospheric dispersion from RFP. 

2.2 Geology 

The geologic units at OU1 include the Roc@ Flats Alluvium, colluvium, valley-fill 

alluvium, terrace alluvium, and artificial N1 that unconformably overlie the Arapahoe and 

Laramie Formations of the Cretaceous Age (EG&G 1991b, EG&G 1992). The Arapahoe 

Formation occurs only at the top of the slope of the hillside. The majority of OU1 is 
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0 underlain by the Laramie Formation. There are also isolated exposures of bedrock at OU1. 

The 881 Hillside Area is south-facing and slopes towards Woman Creek, south of RFP and 

Building 881. 

The Rocky Flats Alluvium, a series of coalescing alluvial fans deposited by braided 

streams (Hurr 1976), is the oldest alluvium at RFP and caps the top of the 881 Hillside. A 

four- to twenty-foot thick layer of colluvium and weathered bedrock mantles the slope of the 
Woman Creek drainage. The colluvium materials were deposited by slope wash and creep of 

the Rocky Flats Alluvium and weathered bedrock. The colluvium consists mainly of clay 

with common occurrences of sandy clay and gravel. Artificial fill and disturbed surficial 
materials are present around building 881 and extend down-slope to the south interceptor 

ditch. The colluvium is covered by fill at Individual Hazardous Substance Site (IHSS) 130, 

and surficial materials have been disturbed near IHSSs 119.1 and 119.2. Valley-fill 

alluvium, derived from reworked older alluvial deposits and bedrock, occurs along Woman 

Creek. The valley fill consists of poorly sorted cobbles, pebbles, and gravels in a silty sand 

matrix. Terrace alluvium, composed of very poorly sorted gravelly sand, is present along 

the north side of the Woman Creek valley fill alluvium (EG&G 1991b). 
0 

The surficial materials at OU1 are underlain by the Laramie Formation of Cretaceous 

age and consist of claystones with interbedded lenticular sandstones, siltstones, and 

occasional lignite deposits. The bedrock dips at approximately two degrees to the east under 

RFP (EG&G 1990). Sandstones were deposited in stream channels and in overbank splays. 

Claystones were deposited in the floodplain and in backswamp areas. A generalized 

stratigraphic column is available for review in Figure B-1 in Appendix B. 

2.3 Hydrology 

Shallow ground water occurs in surficial materials and in subcropping Laramie 

Formation sandstones at OU1. This ground water is unconfined and flows to the southeast 

from areas of higher elevation towards Woman Creek. Ground water may also exist in 

P.\EBRfPBOA\649\SCMAR4JU”V18~) 6 



deeper sandstone uNts in the Laramie Formation; however, the hydraulic connection of the 

shallow groundwater flow system to these deeper sandstone units is not fully understood 

(EG&G 1991b). 

Recharge to the unconfined system occurs by infiltration of incident precipitation and 

by seepage from ditches, creeks, and retention ponds. The elevation of the water table 

fluctuates seasonally by several feet, with the highest levels occurring during the spring and 

early summer months of May and June when precipitation and runoff is large and 

evapotranspiration is small. Water levels generally decline and many wells in the unconfined 

flow system go dry during late summer and fall. Seeps commonly occur at the contact 

between the Rocky Flats Alluvium and outcropping claystone of the Arapahoe Formation at 
the top of the hillside. The French drain was designed to capture shallow ground water at 

ou1. 

The surface water at the OU1 is ephemeral because of the seasonal response to spring 

runoff and storm events. Seeps and springs occur on the far eastern portion of OU1 during 

these events. A small drainage ditch near MSS 102 also has intermittent flow into the south 

interceptor ditch (EG&G 1991a). 

2.4 Biota 

The 881 Hillside Area is part of a diverse and unique grassland community and hosts 

a riparian habitat in lower-lying areas. Flora representative of tall-grass prairies, short-grass 

prairies, and foothills regions can be found within the plant boundary. The more steeply 

sloped areas of the hillside are predominantly covered with grasses, while surface-water 

drainage areas such as Woman Creek are host to grasses, cattails, rushes, and cottonwood 

trees. As evidenced by the presence of disturbancesensitive grasses like big bluestem and 

sideoats, restricted site access has facilitated vegetative recovery from common human 
activities along the Front Range such as burning, grazing, and road-building. In addition, 

restricted access provides protected nesting areas and habitats which help support animal 

populations in adjacent areas. 
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Animal life inhabiting RFP and its buffer zone ConSists of species associated with 

western prairie regions. Mule deer are the most common large mammals, with 

approximately 125 permanent residents. Smaller animals include carnivores, such as the 

coyote and red fox, omnivores, such as the striped skunk, and herbivores, such as rabbits, 

meadow voles, and gophers. Throughout the hillside area, birds such as western 

meadowlarks, mourning doves, and vesper sparrows are quite common, while birds of prey 

such as great homed owls, and ferruginous and Amencan rough-legged hawks are observed 

less frequently. A variety of ducks, killdeer, and redwing blackbirds may be seen near the 
ponds along Woman Creek. Reptiles such as the western painted turtle and the western 
plains garter snake also inhabit the areas near the ponds, while bull snakes and rattlesnakes 

may be infrequently observed throughout the hillside area. 

.e 

Impact to ecological receptors will be evaluated in the Environmental Evaluation (EE) 

portion of the BRA. EE and PHE are parallel activities in the evaluation of hazardous waste 

sites, and although different processes, they share certain information needs and will 

generally use some of the same data and similar future use scenarios. The scope of this 

document is limited to PHE and will discuss exposure scenarios from that perspective. The 

compatibility and likelihood of PHE and EE exposure scenarios will be considered by risk 
management during the development of remediation goals. In some cases, future land uses 

assessed as credible for PHE may have severe impact on ecological scenarios (e.g., future 

commercial development of the 881 Hillside Area could necessitate destruction of local 

ecological habitats). 

0 
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a 3.0 POTENTIAL~Y EXPOSED POPULATIONS 

Potentially exposed populations are characteM using information developed by the 
Denver Regional Council of Governments (DRCOG) in the demographics study 1989 
Popdm'on, Economm'c, and Lund Use Data for Rocky Flats Plant (DOE 1990). Section 3.1 
contains a summary of some relevant aspects of that document, including the presence of 
sensitive subgroups, current and projected activity patterns, and the location of each relative 
to the site. Information on current zoning and land use is available in the Jefferson County 
Northeast Land Use Inventory (JEFFCO 1989). Plans for future off-site land uses are 

indicated in the North Plains Community Plan (JEFFCO 1990) and the Jefferson Center 
Comprehensive Development Plan, which is Exhibit B of the Intergovernmental Agreement 
(IGA 1989). Future on-site land use is discussed in an Environmental Statement completed 

in 1972 when the land in the buffer zone was acquired by the Atomic Energy 
Commission (AEC) (AEC 1972). Further information on future plans for RFP is given in 
the Nuclear Weapons Complex Reconfiguration Study (DOE 1991a), the RFP Sitewide 
Environmental Impact Statement (EIS) (in production), and the Environmental Restoration 

and Waste Management Five-Year Plan (DOE 1991~). 
@ 

3.1 Location 

RFP is located approximately 26 km (16 miles) northwest of Denver and 
approximately 16 km (10 miles) south of Boulder. The site is located on a high arid plain at 
about 1,800 m (6,000 feet) above sea level. The area west of RFP is primarily mountainous, 

sparsely populated and government-owned (e.g., National Forest), while the area east of RFP 

is primarily a high arid plain, densely populated, and privately owned. Most of the 
development of the plains to the east of RFP has occuffed since the plant was built, and 
according to projections by DRCOG, future development is expected to continue to the 
year 2010. 
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As illustrated by Figure 3-1 (DOE 1990), there is minimal residential and commercial 
development within a 6.4-km (4-mile) radius from the center of RFP. Between 6.4 and 

16 km (4 and 10 miles) from the center of RFP, development gradually increases to the 
extent that approximately 316,000 people live within the 16-km (10-mile radius). Beyond the 

16-km (10-mile radius), the Denver area lies to the southeast. Presently, the most significant 
development within the 16-km (10-mile) radius has occurred towards the east-southeast in the 

cities of Westminster, Arvada, and Wheat Ridge. Additional significant development within 

16 km (10 miles) includes the cities of Boulder, Louisville, Lafayette, Broomfield, and 

Golden. 

Sensitive subpopulation facilities (e.g., schools, nursing homes, and hospitals) 
are located beyond the 8-km (5-mile) radius shown in Figure 3-1. Ninety-three schools, 
eight nursing homes, and six hospitals are located within the 8- to 16-km (5- to 10-mile) 
radius of RFP. Over half of the schools are located in the southeast quadrant in the cities of 
Westminster, Arvada, and Wheat Ridge. Boulder, Arvada, and Wheat Ridge each contain 
one or more nursing homes. The six hospitals contain a total of approximately 900 beds and 

are located in the cities of Boulder, Louisville, Wheat Ridge, and Westminster. 

The expected trend in population growth in the vicinity of RFP has been projected by 

DRCOG and is summarized in a recent Department of Energy (DOE) demographics study 
(DOE 1990). This report considers expected variations in population density by comparing 

the current (1989) setting to population projections for the year 2010. A 21-year profile of 

* projected population growth in the vicinity of RFP can thus be examined. 

Expected population density and distribution around RFP for the year 2010 is shown 
in Figure 3-2. Table 3-1 summarizes the population data presented in Figures 3-1 and 3-2. 

Sectors 3, 4, and 5 depicted in these figures are relevant to off-site exposure scenarios, while 

Sectors 1 and 2 represent property within RFP boundaries. In addition, only radial 

segments D through I are likely to be relevant to the 881 Hillside Area based on distance and 

pathway direction. These segments represent the predominant down-wind and downstream 
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areas that are located closest to RFP. Review of Table 3.1 and Figures 3-1 and 3-2 suggests 
the following relative to future populations: 

D E  F G H 
Sector 

Sector 3, the 3.2- to 4.8-km (2- to 3-mile) band from the center of RFP, 
contains the nearest resident (approximately 1.2 km [3/4 of a mile] east- 

southeast from the point where Woman Creek crosses under Indiana Avenue). 
There is no projected population growth in this sector over the next 20 years. 

Currently, a total of 24 residents reportedly live in Sector 3, Segments D, E, 
F, G, H, and I. 

I 
SUm 

TABLE 3-1 
CURRENT AND PROJECTED POPULATION IN THE 

VICINITY OF THE ROCKY FLATS PLANT 

I 3  I o  
+j-+ 

17 

3,67 1 

3,954 

0 0 0 

0 0 0 

743 I 1,946 I 11,193 I 2,134 I 21,694 

Source: DOE (1990) 

13 



Population growth in Sectors 4 and 5, 4.8 to 8 km (3 to 5 miles) from the 

center of RFP is expected to be substantial through the year 2010. Most of 

this projected increase is anticipated in northern and southern areas. Within 

Segments D, E, F, G, H, and I, the population is expected to increase from 

8,172 to 21,670. 

These observations suggest that, while the population in the vicinity of RFP is 

expected to grow in the next 20 years, the dynamics of growth will not substantially encroach 

on the areas where contaminants from the 881 Hillside would likely impact (Sectors 2E, F, 

G, 3E, F, G). 

3.2 Current Off-site Land Use 

In addition to the location of populations discussed in Section 3.1, information on 

present zoning and land uses around FWP is available in the Jefferson County Northeast Land 
Use Inventory (JEFFCO 1989). The results are summarized in the Jefferson County Land 

Use Inventory map (Figure 3-3). Considering this information, current off-site land use 

includes each of the land use categories identified by the Environmental Protection Agency 

(EPA 1991): 

Residential 

Commercial/Industrial 

Recreational 

Agricultural 

14 
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Water is a limited resource in this semi-arid climate, and as such, the economic 

availability influences land use decisions. Water supply for the off-site area originates from 

two primary sources, public utilities and private wells. The residential developments 

apparent on the Jefferson County Land Use Inventory map (Figure 3-3) are served by 

municipal water systems from the cities of Westminster and h a d a .  Between the RFP 

boundary and the residential developments, private w d s  are assumed to provide water for 

domestic use (Appendix B). To the southeast of RFP, near Woman Creek, there are 

14 wells permitted for domestic use. Actual sustained well-yields (gallons per minute) are 

difficult to obtain, but personnel in the Colorado State Engineers Office indicate that while a 

well generally provides sufficient yield for a residence, the yield is usually insufficient to 

supply an agricultural irrigation system. In the future, it is expected that public water supply 

systems will continue to be expanded to accommodate development, thereby eliminating the 

need for private wells. 

Because residents are more likely to spend the greatest amount of time at or near 

home, the residential land use category will be the most conservative for exposure assessment 

purposes. Commercial/industrial populations would not be expected to spend as much time 

per day in a potential exposure area or have the same extent of direct contact with soils, 

sediments, and surface water as residential receptors. Since the evaluation of the potential 

risk to a residential receptor is expected to bound the potential risk to a commercialhdustrial 

receptor, the off-site commercialhndustrial scenario will not be considered further, while the 
off-site residential scenario is evaluated further in Section 4. 

@ 

To illustrate the relative magnitude of the potential risks for residential and 

recreational receptors, information available from previous calculations at another FWP OU is 
used. Off-site risks have been evaluated in a preliminary manner for OU 3. Two separate 

documents, the Past Remedy Reprt, Operable Unit No. 3 - IHSS 199 @OE 1991e) and the 

Historical Information Summary and Preliminary Health Risk Assessment, Operable Unit 

No. 3 (DOE 19910, were submitted to EPA and approved. In both documents, potential 



risks to an off-site recreational receptor are evaluated using assumptions that yield a 
reasonable maximum risk estimate. -_ 

The Past Remedy Report calculated potential risks to recreational and residential land- 
use scenarios due to inhalation and ingestion of ”% in soils. For soil concentrations of 1, 

10, and 100 pCi/gm, the total incremental cancer risks associated with the recreational use 

exposure scenario were estimated as 7.0E-08, 7.0E-07, and 7.0E-06, respectively. Using a 
10 pCi/gm soil concentration, comparison of the estimated total incremental cancer risk for 

the residential scenario (2.2E-06), with that for the recreational scenario (7.OE-07), indicates 
that the risk to a recreational receptor is expected to be less than the risk to a resident. 

Another relevant point of interest in that study is that for the recreational use scenario, the 
estimated risk due to ingestion of soil was calculated to be one order of magnitude less than 

that due to inhalation of dust. 

Similar to the Past Remedy Report, the Historical Information Summary and 

Preliminary Health Risk Assessment estimated potential risk to a recreational receptor for 
hypothetical concentrations of 2 3 ~  in sediments. For a 10 pCi/gm sediment concentration, 
the total risk was calculated to be 4.6E-07. Furthermore, inhalation of resuspended exposed 
sediments was found to contribute 98 percent of the risk, while ingestion of surface water 

and sediments constitutes the other 2 percent. 

The preliminary risk calculations in these two documents support two important 

conclusions. For a given sediment concentration, the potential risk to a hypothetical resident 
exceeds the potential risk to a recreational receptor. Also, for the recreational receptor, the 

inhalation pathway dominates the risk. Thus, assessment of the risk to the hypothetical 
resident bounds the risk to the recreational receptor, and risk management practices 

established to protect the resident will also adequately protect the recreational receptor. 
Because these conclusions are driven by assumed exposure times and uptake factors, rather 

than site-specific concentration or dispersion data, the same relative risk relationships should 
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@ be applicable for OUI. consequently, the current off-site recreational scenario will not be 
further considered. 

Based on reconnaissance conducted within approximately a 6.4-km (4-mile) radius of 
RFP and on information in the Jefferson County Land Use Inventory map, the= is little 

agricultural use of land in the area in the form of farming or raising of livestock for human 

consumption (a small herd was observed approximately 6.4 km [4 miles] south of RFP). 

Predominant downgradient (with respect to water flow and predominant wind direction) use 

is presently single-family dwellings and horse boarding operations. The prevalent use of 
downgradient land for boarding horses has resulted in overgrazing, thereby making the land 

less suitable for other types of agricultural use. Thus, although this land is zoned for 

agricultural use, the actual observed uses resemble a residential scenario more than a farm 
family scenario (EPA 1991). The current use of off-site land for this type of limited 

agricultural activity is discussed further in Section 4. 

@ 3.3 Current On-site Land Use 

The area encompassing OU1 is essentially devoid of Rocky Flats production and 

maintenance activities. A large portion of the OU is actually located outside the security 

fence and technically within the buffer zone. As a result, under the no action conditions of 
the BRA, Rocky Flats workers are not expected to be within OU1. However, the area is 
subject to routine security surveillance as part of the overall RFP security program. Security 

surveillance includes periodic vehicular drives through the area on established roadways. 

The opportunity for significant inhalation exposure during these surveillance tours is very 

small, as indicated by a conservative screening assessment. A screening assessment involves 

preliminary calculations to estimate the magnitude of an exposure or risk, which can then be 

used to determine the relative importance of exposure pathways or scenarios. The results of 

the screening assessment presented in Appendix A are summarized in Tables 3-2 and 3-3. 
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TABLE 3-2 
ESTIMATED ANNUAL EF'FECTIVE DOSES FOR A SECURITY SPECIALS" 

U-234 + 235 
U-238 

9 0.19 5,000 

287 5.3 5,000 

I 
~~ 

Pu-239 0.1 

Total Dose 

TABLE 3-3 
ESTIMATED TIME WEIGRTED AVERAGE (TWA) CONCENTRATIONS FOR A SECURITY 

SPECJALrn 

~~ ~~ ~ ~ 

0.1 5,000 

5.6 5.Ooo 

I 0.003 I 2E-7 I 0.05 I 
ChrOmiUmm 

Beryllium 

~ ~~ ~~~ ~ 

0.012 8K-7 0.5 

O.OOO9 6E-7 . 0.002 

The conservatively estimated summed annual effective dose equivalent of 
5.6 mremlyear is insignificant relative to background (300 mremlyear) (NCRP 1987) or 
relative to the annual effective dose equivalent limit of 5000 mrem/year. Similarly, the 
estimated time-weighted average (TWA) concentrations are each several orders of magnitude 
below the threshold limit values WV) (ACGIH 1991-1992). This screening assessment 
indicates that intermittent exposure to hazardous substances identified at the site are well 
within acceptable guidelines for security personnel performing routine surveillanm functions 

in ou1. 

Security personnel at RFP are required to participate in medical monitoring programs 
designed to clinically screen for potential trace amounts of radionuclides and hazardous 

substances. Components of the monitoring programs include: (1) baseline, annual, and exit 



e physical examinations, (2) bioassay programs to detect potential intake of radionuclides and 

hazardous substances, and (3) additional diagnostic procedures such as lung function tests to 

identify potential impacts of exposure to environmental contaminants. These monitoring 

programs are designed in accordance with DOE Orders, Occupational Health and Safety 

Administration (OSHA) requirements, and good Occupational health practice. 

In addition to the presence of those involved with the operation and support of RFP, 

possible exposure of the public while on-site must be considered. Because site access is 

restricted, any members of the public at the 881 Hillside Area must be either 1) members of 
an RFP-organized tour or function, or 2) unauthorized intruders. Compared to the screening 

assessment regarding routine surveillance tours through the 881 Hillside Area, members of a 

public tour would only be exposed once or twice a year, resulting in a substantially lower 

risk than the low risk to the security specialist. Intruders could be children at play, adults as 

hunters, hikers, or activists. Present levels of security include secure fencing, frequent 

armed security patrols, and modern electronic security systems. Fencing is posted to warn 
intruders that they are trespassing on federal property and, if caught, will be arrested. Plant 

security reports that there have been no incidents of trespassing in the buffer zone in the past 

seven years. 

a 

Therefore, based on the discussion above, the security specialist provides the 
bounding current on-site land use scenario. Although the screening assessment indicates that 
intermittent exposure to hazardous substances identified at the site are well within 

occupational guidelines, EPA and CDH have requested quantitative risk assessment for the 

current on-site commercial/industrial scenario be included in the PHE. 

3.4 Future Off-site Land Use 

Future off-site land uses are illustrated in the North Plains Community Plan Study 

Area Map (Figure 3-4) and the map of the Jefferson Center Comprehensive Development 

Plan (Figure 3-5). Jefferson County and five area cities (Arvada, Broomfield, Golden, 8 



0 Superior, and Westminster) have conducted a review of present land uses in the area and 

participated in a cooperative planning process. Results are summarized results presented in 

the North Plains Community Plan Study Area Map (Figure 3-4). Similar to the North Plains 

Community Plan Study Area Map, the map of the Jefferson Center Comprehensive 

Development Plan represents the plans of Jefferson Center Associates, a group of area 

landowners, to develop areas outside the protected area of RFP. 

Y As illustrated by the maps, areas closest to are planned for industrial or office 
space, while residential development is planned for 

the historical pattern of growth and DRCOG projections of continued future growth, it is 
likely that demands on finite resources such as water and land will result in increasing costs 

for these commodities. At some point in the foreseeable future, these increasing costs, 

combined with past overgrazing practices at horse boarding operations, will render 

agricultural use of the land impractical. Based on this information, future off-site land uses 

further from RFP. Coupled with 

and their likelihood of occurrence include: a 
Residential (credible) 

CommerciaYIndustrial (credible) 

Recreational (plausible) 

Ecological Reserve (improbable) 

Agricultural (improbable) 

Of the credible or plausible land uses, residential use is expected to involve greater 

exposure duration and frequency than commercialhndustrial or recreational uses. Thus, 
evaluation of the potential risk to a residential receptor is expected to bound the risk to 

commercialhndustrial or recreational receptors. Between the two risk assessr;-.-nt scenarios 

bounded by residential use potential risk, recreational use is likely to involve less exposure 

than commercialhdustrial use due to shorter exposure duration and less exposure frequency. 

A commercialhndustrial worker may be potentially exposed throughout the work-year, while 



a recreational user exposure is typically limited to a fraction of the day and seasonally to 6 to 

9 months. 

Since future on-site scenarios involve exposures significantly closer to the contaminant 
sources, they are expected to provide the greatest potential exposure and to bound the off-site 

scenarios. Consequently, future off-site scenafios will not be further evaluated. 

e-3.5 Future On-site Land Use 

Future plans for RFP are discussed in the Nuclear Weapons Complex Reconfiguration 

Study (DOE 1991a). This is a nationwide study investigating options to reconfigure the 

aging weapons complex to meet today’s needs. Of the two preferred reconfiguration options 

discussed in the study, both dictate relocation of RFP functions. A final decision on 

reconfiguration is not likely until a Programmatic Environmental Impact Statement (PEIS) is 

developed to analyze the consequences of alternative configurations for the weapons 

complex. As of this writing, the PEIS is scheduled for completion in August, 1993. 

While the PEIS addresses the consequences of reconfiguration alternatives on the 

entire weapons complex, the RFP Site-Wide EIS focuses on the consequences of future 

alternatives specific to RFP. The alternatives are considered within five- and ten-year time 

frames, corresponding closely to the period prior to implementation of the Reconfiguration 

decisions. Depending on decisions made by Energy Secretary Admiral James D. Watkins, 

these alternatives may be subject to change. Currently, there are four alternatives being 

considered in the draft implementation plan, including the no action alternative: 

The no action alternative includes completing nuclear production upgrades, 

maintaining production standby, and complying with IAG environmental 

restoration (ER) commitments. 
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0 Alternative 1 includes nuclear production activities at reduced levels, complying 

with IAG ER commitments, and placing surplus facilities into safe storage. 

Alternative 2 includes nuclear production at up to 1989 levels, increased non- 

nuclear production, completion of ER by 2020, and placing surplus facilities into 

safe storage. 

2 Alternative 3 includes transition to no production of nuclear or non-nuclear 

components, completion of ER by 2020, decontamination and decommissioning 

@&D) of selected facilities, and placing o+er facilities into safe storage for 
I 

deferred D&D. I 

Examination of these alternatives indicates ER of the buffer zone may be completed 

by 2020, but there is no specific time frame for discolhtinuing production or D&D. It is 
possible that ER of the 881 Hillside area could be co rn pleted before Reconfiguration is 

0 complete. However, as long as special nuclear materials (SNM), e.g. =()Pu, are present at 
RFP, it is improbable that the buffer mne would be released for alternative use. Only after 

completion of ER, removal of SNM, and D&D of the facilities, does alternative use of the 

buffer mne become plausible. 

For relocation of RFP, the entire process of site evaluation and selection, 

development of new process technologies, detailed design of facilities, staging of construction 

projects for affordability, parallel operation for certification, and final production transition 

will probably require up to 20 years (DOE 1991a). i t  is important to note that 

reconfiguration plans are not tied to definite time deadlines; instead they will be addressed as 

funds are appropriated by Congress. Thus, considering the potential large size of the 

appropriations necessary for Reconfiguration, the 20-year timeframe for relocating RFP 
operations is a minimum. 
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DOE weapons production sites have been in existence for 50 years or less and have 

only been considered for D&D in the past decade. Consequently, there are no historical 

precedents of unrestricted release of a site contaminated with transuranic waste material. 
Selection of a date for alternative use of the 881 Hillside Area is a function of the following 

factors: 

0 The time required for ER 

The time required for relocation of nuclear production 

The time required for D&D 

6 

Environmental restoration plans are discussed in detail in the Environmental 

Restoration and Waste Management Five-Year Plan (DOE 1991~). In this document, Energy 

Secretary Admiral James D. Watkins reaffirms that he is committed to the 30-year cleanup 

goal for all DOE sites. As discussed above, relocation of nuclear production is likely to take 

more than 20 years after plans are finalized. The time necessary to remove SNM and 

complete D&D activities is uncertain, but considering the size and number of facilities 

involved, a minimum of 35 years is reasonable. Thus, the best estimate of a date for 

alternative use of the 881 Hillside Area is 20 + 35 = 55 years, or the year 2047. 

However, for purposes of the BRA, Energy Secretary Admiral James D. Watkins' ER 

cleanup goal of the year 2020 will be considered the earliest date that the 881 Hillside Area 
would be available for alternative use. 

Preservation of the undeveloped land surrounding the production area, including the 

881 Hillside Area and the buffer zone, was discussed when much of this land was acquired 

in two increments from private owners by the AEC in the early seventies. With residential 

and commercial development expanding towards the plant, the land acquisition was, in part, 

"aimed at preserving a substantial band of that unoccupied land in an open, undeveloped 

state... [as] an open space or 'green belt' ...... [to] encourage increased growth of 

vegetation, and provide shelter for animal life" (AEC 1972). Because the land was not ceded 

by local government, DOE is the land manager and is responsible for determining and 



a providing for future land use of the site. Such future use decisions must balance the public's 
needs and desires with potential risk liabilities. The original DOE policy of preserving the 

buffer zone environment is still valid and may be expanded to include the entire RFP site. As 

indicated in a DOE memorandum concerning a draft pamgraph to be included in the RFP 

Site-specific Plan, it is consistent with DOE'S policy to secure the future land use of the RFP 

for an ecological preserve (DOE 1991b). Furthermore, such use is allowed by DOE Order 

4300.1B, Chapter VIII, Section (4), which states, "Suitable DOE-owned or -leased land may 
be designated as a national environmental research park. Property holdings will be reviewed 

periodically and may be set aside for the exclusive use of nonmanipulative environmental 

research for definite or indefinite periods of time" (DOE 1987). 

Consistent with the present uses of open space land in the region (hiking and nature 

trails), it is plausible that the entire site may be used for low-impact recreation. This use is 
similar to the ecological reserve in that both involve keeping the 881 Hillside Area 
undeveloped. An open space area and an ecological preserve would also involve some form 

of walking, either a day-hiker in the open space area or a research biologist walking during 

field activities. However, because a research biologist is likely to spend much more time at 
the site than a day-hiker and to be in close contact with soils and sediments during specimen 

observation and collection, the potential for exposure to a research biologist is greater than 

that of a day-hiker. Therefore, evaluation of potential exposure to a research biologist is 

judged to bound the potential exposure to a day-hiker. 

0 

Although written DOE policy does not indicate future use of the RFP site for 

commercial/industrial development, as recently as June 12, 1992, Admiral James D. Watkins, 

Secretary of Energy, introduced his plan to develop the RFP site as an industrial park. In this 

e", -, potential exposures to a commerciaVindustrial worker are expected to be less than those 

considered for a resear~ir biologist. This is due to the greatly reduced potential to be in close 
contact for long duration with soils, resuspended dust, surface water, and sediments. A research 

biologist is likely to conduct field research for one or two full days each week and spend the 

remainder of the week at an office or lab located away from the 881 Hillside Area. Field 0 
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work may involve kneeling or lying on bare ground or vegetation, and soiling the hands and 

arms with soil, sediments, or surface water during specimen collection. By contrast, a 
commerciaVindustrial worker is likely to be indoors most of the time, and when outdoors, is 
likely to be surrounded by landscaped lawns, sidewalks, and paved parking areas that 

decrease the opportunity for muspending particulates and direct contact with soil. 

The sources and economic availability of an adequate water supply must be examined 

%'in light of the potential influence on future land uses and potential risks. presently, water at 
RFP is supplied by the Denver Water Board, with existing facilities capable of handling two 
million gallons per day. With distribution facilities already in place, it is likely that future 
land uses would utilize this system. Since off-site wells presently exist that are capable of 
limited water production, OU1 area well production characteristics were evaluated and the 

details are provided in Appendices B and C. 

As presented in Appendix B, on-site wells would not produce adequate yield to 

support a family of four unless drilled to deeper confined water-bearing units, such as the 

LaramidFox Hills Aquifer. This is evident when considering monitoring wells completed in 
the Arapahoe and Laramie Formations at the RFP. Several of these wells are routinely 

bailed dry during normal sampling activities and may require several days to recover. This 
exemplifies the slow recharge rates for these units. The slow recharge rates can be attributed 

to both small hydraulic conductivity and recharge available at the RFP. Conversely, off-site 
wells are believed (discussed in more detail in Appendix B) to be screened in the basal 

conglomeratatic sandstone of the Arapahoe Formation and have a potentially large source of 
recharge from Standley Lake and nearby ditches and canals feeding Standley Lake or 

conveying water through the area (Appendix B). 

In addition, a pump test analysis was conducted at OU1. The results, presented in 
Appendix C, indicate that the upper and shallow lower hydrostratigraphic units at the 881 
Hillside are not reliable sources of ground water for normal domestic purposes. Without an 

economical source of ground water, it is very likely that the existing treated water supply 

system would continue to be used. 
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Considering the discussion above along with growth pressures of planned off-site 

development illustrated in the North Plains Community Plan Study Area Map and Jefferson 

Center Comprehensive Development Plan maps, the likelihood of uses of the land 

surrounding the production area is evaluated as: 

0 

Ecological Reserve (credible) 

Commercial/Industrkil (credible) 

Recreational (plausible) 

Residential (improbable) 

Agricultural (improbable) 

Exposure potential for the credible land uses, ecological reserve, and 

cornmerciavindustrial are considered further in Section 4. At the request of EPA and CDH, 
the potential risk for a future on-site residential scenario will also be considered further. The 

potential risk for recreational land use is plausible for the area, however low-impact hiking is 

bounded by the potential risk for the ecological reseme scenario, and will not be further 

evaluated. The last type of land use listed, agricultural, is unlikely to be present in the 

future due to the development pressures discussed in Section 3.4; therefore, future on-site 

agricultural land use will not be further evaluated. 
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4.Q LAND USE SCENARIOS 

An exposure scenario is defined by exposure pathways from the source to a human 

.*.eQeptQr, dong with assumptions on the frequency and duration of exposure. The exposure 

-os developed in this Technical Memorandum are based on RME. EPA defines 
"reasonable maximum" such that only potential exposures likely to occur will be included in 

the assessment of exposures (EPA 199Ob). EPA further states that ?n general, the baseline 

nsk assessment will look at a future land use thr 
development patterns, and may be associated with the highest (mc- significant) risk, in order 
to be protective" $PA 199Oa). To assess whether a scenario is reasonable or likely to 

'mur, historical precedents, and site and community planning documents must be 

both reasonaPj from land use 

msidered. Based on the concept of RME, the scenarios identified are classified as 

able, plausible, or credible events as defined in Section 1.2. To summarize in order 

..f Increasing credence, the terms range from improbable (unlikely to occur) through 

plausible (conceivable, though not expected) to credible (believable with reasonable grounds). 

0 
The present pattern of land use and information concerning likely future land uses 

(reconfiguration plans, environmental remediation plans, policy to use the site as an 
ecological preserve, and development plans for off-site land) are discussed in Section 3. 

Table 4-1 provides a summary analysis of current and future land uses. 
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TABLE 4-1 
ANALYSIS OF CURRENT AND FUTURE LAND USE 

' 
Residential YeS No Crediblem Improbable 

Commercialhdustrial YeS YeS Credible Credible 

Recreational YeS No Credible Plausible 

Ecological Reserve No No Improbpble~ Credible 

Agricultural Yes No Plausibl@ Improbable 
~~ ~ ~ ~~ ~ 

(1) Current off-site land uses are discussed in Section 3.2. 

(2) Current on-site land uses are discussed in Section 3.3. 

2 (3) Plans for future off-site land uses are discussed in Section 3.4. 

(4) 

(5) 

Plans for future on-site land uses are discussed in Section 3.5. 

"Credible" is used in this document to indicate scenarios offering reasonable grounds to be believed. 

(6) 

(7) 

"Improbable" is used in this document to indicate scenarios that are unlikely to occur. 

"Plausible" is used in this document to indicate scenarios that are conceivable, though not expected. 

Exposure scenarios that have a higher degree of likelihood are candidates for 

quantitative assessment in the BRA, while scenarios that appear improbable in light of 
existing information are generally not candidates for quantitative assessment. In the case of 
projected future land uses, more than one alternative may be credible. In some cases, 

significant differences in exposure duration and contact rates makes it unnecessary to evaluate 
each alternative, because the scenarios with less potential exposure are bounded by those with 

greater potential exposure. Quantitative assessment of the scenario With greater potential 

exposure will yield sufficient information for PHE. Methods of evaluation or assessment for 

each scenario are presented in Table 4-2. 
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TABLE 4-2 
METHOD OF EVALUATION OR ASSESSMENT 

T 

Residential Quantitative None None Quantitative") 

' Cmumrcial5dustrial Noneo Quantitativeo) None Quantitative 

Recreational None" None None None(') 

Ecological Resene None None None Quantitative 

Agricultural Noneo None NOX@ None 

(2) Examination of exposure duration and contact rates indicates that the potential increased cancer risk to 
an off-site recreational receptor or commercial/industrial receptor will be less than potential risks to an 
off-site resident. Quantitative assessment of the risk to an off-site resident is judged to bound these 
other scenarios. 

(3) Quantitative analysis requested by EPA and CDH. e 
(4) Examination of exposure duration and contact rates indicates that the potential risk to a mearch 

biologist will be greater than the potential risk to a recreational receptor. Quantitative Bssessment of 
the risk to a research biologist will bound the recreational d o .  

(5) Observed downgradient current off-site agricultural use consists of horse boarding operations and is 
expected to have approximately the same potential risk as current off-site residential land use. 

(6) Growth presflues of Front Range development coupled with finite supply and increasing costs of land 
and water indicate that future agricultural land use is not expected. 

4.1 Scenarios Selected for Quantitative Evaluation 

4.1.1 Current Off-site Residential Scenario 

Information presented in Section 3 shows that there is current residential off-site land 
use, and this is projected by DRCOG to continue to the year 2010. Consequently, potential 
exposure and risk will be quantitatively assessed in the PHE. Both adult and child (0-6 yrs) 

receptors will be considered. The following exposure assumptions will govern this analysis: 0 



i 

A hypothetical resident is assumed to live from birth to age 30 @PA 1991) at a 
location 1.2 km (0.75 miles) southeast of the site boundary. 

This individual may come in direct contact with soil during outdoor activities. 
Some of this soil may be ingested. 

The individual may come in contact with surface water and sediments while 
wading in Woman Creek. Some of this may be ingested. 

Currently, the individual consumes all of his water from an uncontaminated 
residential well. 

The individual spends a majority of time at home, breathing air potentially 
influenced by the site. Inhalation exposwe away from home is assumed to be 
negligible. 

The individual regularly eats fruits and vegetables raised in a backyard garden. 

4.1.2 Current On-site CommerciaYIndustrial Land Use 

The category of RFP personnel that spend the greatest amount of time in OU1 are the 

security specialists on routine patrol. The following exposure assumptions concerning this 
type of commercialhdustrial use are: 

A security worker conducts routine vehicular patrols within OU1 for 30 minutes 
per day, over a period of 25 years. 

This individual occasionally leaves the patrol vehicle for closer visual inspections. 
During some of these excursions, he comes in direct contact with soil, surface 
water and sediments. Some of this soil is inadvertently ingested through failure to 
wash before eating, etc. 

The individual uses water supplied by the Denver Water Board for washing and 
drinking. 

The individual spends 30 minutes per workday at OU1, breathing air potentially 
influenced by OU1. Inhalation exposure away from the site is negligible. 
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0 4.1.3 Future On-site Residential Land Use 

Both adult and child (0-6 yrs) receptors are considered. The following exposure 
assumptions govern this analysis: 

A hypothetical resident lives from birth to age 30 (EPA 1991b) at a location 
within the OU1 boundary. 

.i This individual comes into direct contact with soil during outdoor activities, and 
some of this soil is ingested. 

The individual comes in contact with surface water and sediments while wading in 
Woman Creek, and some of this is ingested. 

The individual spends a majority of time at home, breathing air potentially 
influenced by the site. Inhalation exposure away from home is negligible. 

The individual uses water supplied by the Denver Water Board for washing and 
drinking. Further discussion of the availability of ground water at OU1 is 
provided in Appendices B and C. 

The individual spends a typical workday at the site, breathing air potentially 
influenced by the site. Inhalation exposure away from the site is assumed to be 
negligible. 

4.1.4 Fhture On-site Commercial Industrial Land Use 

Current and projected development patterns in the area do not favor heavy industry, 

thus the term "industry" refers to light industry. The following exposure assumptions 

concerning commercial/industrial use are: 

A hypothetical worker works a typical work-year for 25 years. 

This individual comes in direct contact with soil during operation and maintenance 
activities. Some of this soil is ingested through failure 'LO wash before eating, etc. 
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The individual uses water supplied by the Denver Water Board for washing and 
drinking. Further discussion of the availability of ground water at OU1 is 
provided in Appendices B and C. 

The individual spends a typical workday at the site, breathing air potentially 
influenced by the site. Inhalation exposure away from the site is negligible. 

4.1.5 Future On-site Ecological Reserve Land Use 

3 

Use of the site as an ecological reserve, potentially involving exposure to a 

hypothetical research biologist, is based on the following exposure assumptions: 

The hypothetical research biologist works in the field five days per week, on 
average, for 25 years (250 days per year over all four seasons). 

This individual comes in direct contact with soil during field activities, and some 
of this is ingested through failure to wash before eating, etc. 

The individual comes in direct contact with surface water and sediments during 
field activities, and some of the surface water and sediments are ingested. 

The individual uses water supplied by the Denver Water Board for washing and 
drinking. Further discussion of the availability of ground water at OU1 is 
provided in Appendices B and C. 

The individual spends a typical workday at the site, breathing air potentially 
influenced by the site. Inhalation exposure away from the site is negligible. 
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5.0 EXPOSURE PATHWAYS a 
Once potentially exposed populations and exposure scenarios have been identified and 

cfiaracterized, exposure pathways can be traced from the source to the receptor. An 
exposure pathway generally consists of five elements: 

A source of contaminants 

A contaminant release mechanism 
A medium (or media) to transport contaminants 
A point of contact between the contaminated medium and the receptor 

An exposure route (intake into the body, direct exposure, etc.) 

The field investigations conducted during Phases I and 11 of the Remedial 

"Investigation (RI) have indicated contamination in unconfined ground water., d, sediments, 

and surface water. Contaminants include chlorinated aliphatic hydrocarbon solvents, 

potentially toxic metals, pesticides, polychlorinated biphenyls, and radionuclides including 

actinides. The% contaminants may be released to transport media by leaching, volatilization, 

resuspension of particulates by the wind, etc. Transport media may include surface water, 

ground water, air, soil, or biota. After transport to the location of the receptor, contact 

between the exposure media and the -tor (e.g., exposure to airborne particulate 

contamination) may occur. To complete the pathway, an exposure route into the body such 

as ingestion, inhalation, or dermal contact must occur. A conceptual model of theoretical 

exposure pathways is shown in Figure 5- 1. 

@ 

5.1 Complete Pathways for Quantitative Analysis 

Table 5-1 lists potentially complete pathways for the current land use scenarios 
involving off-site residential use and on-site commerciaVindustrial use. The pathways with 

non-negligible potential for exposure are those associated with inhalation, and with direct 

contact and consumption by the receptor. e 
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TABLE 5-1 

CPane 1 of 4) 
POTENTIAUY COMPLETE EXPOSURE PATHWAYS - CURRENT LAND USE 

Off-site Resident 

off-site Resident 

Off-site Resident 

Off-site Resident 

Off-site Resident 

Off-site Resident 

~ -~ 

Off-site Resident 

Jnhalation of 
con tamhakd soilldust 

Inhalation of chemicals 
volatilized on site 

Site contaminants may 

fugitive dust. 
be blown off-site a~ 

No Volatile chemicals near 
the soil surface were 
previously volatiked 
and no longer remain 
as supported by field 
instrument readings. 

Inhalation of chemicals No Off-site residential 
volatilized from 

home use 

Ingestion of No Off-site residential 
con tnminatPA well 
water becontamibatPn. 

wells are not known to 
ground water during becon-. 

wells are not h w n  to 

Ingestion of wind- Yes children playing at 
deposited soil home may be exposed 

to soil contamhted 
with fugitive dust 
associated with om. 

Ingestion of No womaa creek flow 
Contaminants that have 
accumulated in fish 

east of RFP is 
negligible, and would 
not support 
development of 
sufficient aquatic 
species. "hereis 
currently no off-site 
contaminatedsurface 
water clssociated with 
ou1. 

Ingestion of YeS Plants may be grown 
contaminated garden- in soil contaminPtPA 
grown fruitsand from fugitive dust. 
vegetables 

v 

16, 17 

14, 15,2 

None 

None 

18 

7 

20,21 



F 

TABLE 5-1 

(Page 2 of 4) 
POTENTIALLY COMPLETE EXPOSURE PATHWAYS - CURRENT LAND USE 

watered by surface 

Off-site Resident Ingestion of surface 
water 

Off-site Resident Ingestion of sediments 

Off-site Resident Direct contact with 
contaminants in soil on 
the site 

Off-site Resident Dermal coatact with 
potentidly 
con tamirrnrpA soils 

I 
Off-site Resident Dermal expo- to 

surface Water 

No Site pccess is restricted. 20, 21,24 

No wompn creek flow 8 
C p s t O f R F T i s  
negligible pnd low, and 
would not support use 
for this application. 
There is currently no 
off-site contdnated 
surfacewater 
associated with OU1. 

No There is currently no 9 
off-site contamhted 
muface Water 
associated with OU1. 

No There is currently no 11 
off-site contaminated 
mufacewater 
associated with OU1. 

No Site pccess is restricted. 23 
No credible meens of 
exposing current 
off-site residents has 
been identified. 

YeS Children playing at 
home may be exposed 
to soil contmhated 
with fugitive dust 

No There is currently no 10 
off-site contamirrptpA 
surface water 
associated with OU1. 
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TABLE 5-1 
POTENTIAUY COMPLETE ExposuRE PATHWAYS - CURRENT LAND USE 

(Page 3 of 4) 

alluvial ground water 

Industrial Worker into contact with 

On-site Commercial/ Ingestion of sediments YeS WOrLers may come 11 
Industrial Worker into contact with 

sediments. 

On-site Commercial/ Ingestion of surface YeS Wo*m may come 9 
Inctustrialwo*er water into contact with 

surface water 

On-site Commercial/ Ingestion of No workers are nd 7 
Indusbial Worker contaminants that have expected to catch or cat 

accumu)ated in fish 
located in on-site ponds. 
wnds. 

fish from on-site 
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TABLE 5-1 
POTENTWLLY COMPLETE EXPOSURE PATHWAYS - CURRENT LAND USE 

On-site Commercial/ Ingestion of h i t s  and 
Industrial Worker vegetables grown on- 

site. 
I 
I 

On-site Commercial/ Ingestion of livestock 
or animals raised on- 
site. 

Industrial Worker 

I 
I 

&-site Commercial/ Direct contact with 
Indudrial Worker contaminants in soil on 

the site. 

On-site Commercial/ Dermal contact with 
IndustrialWorker sedimeats 

I 
I 

On-site Commercial/ D e d  contact with 
Industrial Worker surface water I 

I 
I 

On-site Commercial/ External radiation from 
Industrid Worker radionuclides in soil. 

No 

No 

YeS 

No 

workers are not 
expected to grow or eat 
vegetables from on- 
site. 

20, 21, 24 

consumption of 8 
livestock or animals 
raised on-site is 
unlikely. 

workers may come 19,23 
into colltact with 
contmmated soil. 

workers mpy come 12 
into colltpct with 
sediments 

workers may come 10 

d a c e  water 

Significant levels above 13 

variation bave not beem 

' into coatPct with 

I 

1 Mhldbackgroune 
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These include inhalation of suspended particulates, and direct contact with or ingestion of a surface water, sediments, and soil. Several pathways have little potential for exposure under 

present conditions. These include all on-site pathways that involve violating site security. 

Potentially complete future pathways for the -0s selected for quantitative 

assessment are listed in Table 5-2. These include potential exposure to a future on-site 

research biologist, future on-site commercialhndustrial worker, and future on-site resident. 

Each pathway will be used in combination with specific exposure parameters to quantitatively 

assess potential exposure. 
.& 

5.2 Exposure Parameters 

Exposure parameters for each assumed scenario are listed in Tables 5-3 through 5-6. 

The values used are consistent with the concept of RME. The RME approach supersedes the 

previous met1 1 of determining an average and a worst-case exposure. The intent of the 

RME concept is to present exposure scenarios that are conservative yet credible and to avoid 

overly conservative exposure scenarios resulting from what McKone and Bogen (1991) refer 

to as the "creeping conservatism." According to EPA, the RME exposure scenario is 

reasonable because it is a product of factors, such as concentratio: and exposure frequency 

and duration, that are an approximate mix of values that reflect averages and 95th percentile 

distributions (EPA 199Ob). Some of the values for an RME scenario are based on averages 

(e.g., body weights) while others are upper-bound values (e.g., intalcelcontact rates). The 

parameter values listed were extracted from the Risk Assessment Guidance for Superfund 

(RAGS) Volume 1 @PA 1989), RAGS Supplemental Guidance "Standard Default Exposure 

Factors (EPA 1991)," and other relevant risk assessment literature. 

0 
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TABLE 5-2 

(Pane 1 of 4) 
POTENTIALLY COMPLETE EXPOSURE PATHWAYS - F'UTURE LAND USE 

On-site Research 
Biologist 

On-site Research 
Biologist 

nisearch, but will not 
eaten. 

Ingestion of sediments YeS Ingestion of d i t s  
from Woman Creek is 
possible. 

On-site Reaearch 
Biologist 

On-site Research 
Biologist 

On-site Research 
Biologist 

On-site Research 
Biologist 

On-site Research 
Biologist 

Inhalation of contamitrated 
Soil/dust padculatcs 

outdoor inhalation of 
chemicals volatihd from 
alluvial ground water. 

Outdoor inhalation of 
chemicals volatilized from 
Soils. 

Ingestion of surface water 

Ingestion of contaminants 
that have accumulated in 
fish located in on-site 
mnds 

~ Ingestion of soil 

YeS Valid while 
researchers on-site. 

Volatile chsmicols in 
alluvial ground water 
could migrate upward, 
but would be 
significantly diluted 
Outdoors. 

No Volatile near surface 
chemicals have been 
previously volatilized. 

No 

YeS Whilewading, 
incidental surfixe 
water ingestion may 

No The reaearcher may 

OCCUT. 

collect fish for 
research, but will not 
eat them. 

YeS Valid for inadverkat 
hand-tO-IDOMth bnrnsfm 
due to soiled hands. 

= 
16, 17 

2 

~ 

15 

7 

22,18 

8 

11 
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TABLE 5-2 
POTENTIALLY COMPLETE EXPOSURE PATHWAYS - FUTURE LAND USE 

h e  2 of 4) 

On-site Research D k t  colltpct with Yea 
Biologist contaminants in soil m the 

site 

On-site Research Dermal exposure to wuface YeS 
Biologist water 

On-site Research Dermal exposure to YeS 

Biologist sediments 

On-site Research External radiation from 
Biologist radionuclides in soil 

No 

On-site Indoor inhalation of 
Commercialhdustaial chemicals volatilized from 

Worker alluvial ground water. 

Yeis 

On-site Inhalation of contaminatPA YeS 

Worker 

On-site Inhalation of chemicals No 

Worker 

Commercialhdustrial mil/dust particulates 

Commercialhdustrial volatilized from soils 

On-site Ingestion of soil 
Ccmmercialhdustrid 

Worker 

YeS 

On-site Ingestion of contaminants No 

worker fish located in on-site 
Commercial5dustrial that have pccumulrrted in 

ponds 

Contact possible 
during field and lab 
W d .  

Contactwithsurfpce 
water from Woman 
Creek is possible. 

contact with sediments 
from Woman Creek is 
d b l e .  

Significant levels 
above natural 
background variation 
have not been 
observed. 

Volatile chemicals in 
alluvial ground water 
could migrate upward 
and be. concentrated 
indoors. 

~ Validwhileworkem 
are On-site. 

I 

I Volatile near surface 
chemicals have been 

' previously volatilized. 

Workers may come 
into contact with 
con tamilratPA soil. 

consumption of fish 
caught m-site is 
unlikely. 

1 '1 
1 

16, 17 

14, 15 

18, 22 

7 
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TABLE 5-2 

(Page 3 of 4) 
POTENTIALLY COMPLETE EXPOSURE PATHWAYS - FUTURE LAND USE 

On-Site Resident 

. -  

Ingestion of surface water 

On-site Ingestion of fruits and No c4lmm@ion of 
CommercialAndustrial vegetables grown on-site produce grown on-site 

On-site Ingestion of livestock raised No consumption of 
CommercialAnduStlial on-site livestock raised On-site 

Worker is unlikely. 

Worker is unlikely. 

CommercialAndustrial contaminants in soil on the into contact with 
On-site Direct contact with Yes workers may come 

worker site contarmnated soil. 

On-site External radiation from No Significant levels 

Worker background variation 
Commercialhdustrial radionuclides in soil above natural 

have not been 
Observed. 

On-Site Resident 

~~ ~ ~~ 

On-Site Resident Indoor inhalation of 
chemicals volatilized from 
alluvial ground water 

Ingestion of sediments Yes 

~~~~ ~~ 

Volatile chemicals may 
migrate through soils 
and concentrate 
indoors 

Site contaminants may 

fugitive dust 

Children or adults may 
come in contact with 
con tamillnrPA soil. 

bel.emqenMes 

YeS While wading, 
incidental surface 
water ingestion may 
OCCUT 

45 

Ingestion of d i t s  
for Woman Creek is 
possible 

20,21,24 

8 

19,23 

13 

- 
14 

18 

18, 22 

9 

11 



TABLE 5-2 
POTENTIALLY COMPLETE EXPOSURE PATHWAYS - FUTURE LAND USE 

&-Site Resident 

On-Site Resident 

On-Site Resident 

On-Site Resident 

(Page4of4) 

Ingestion of contaminants 
that have Bccumulated in 
fish l W  in on-site 
ponds 

Dermal contact with 
potentially contambted 
WilS 

Dermal exposure to surface 
woter 

Dermal exposure to 
dimeats 

External radiation from 
radionuclides in soil 

No Consumpticin of fish 
caught on-site is 
unlikely 

7 

YSS c h i l b  or odults may 19,23 
come in colltpct with 
cxm- soil 

Yes Contact with auface 10 
water from Woman 
Creek is possible 

No 

Contact with sediments 
from Woman Creek is 
wSSible 

Significant levels 
above natural 
b a c k p d  vpriotion 
have not been 
observed 

12 

13 
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TABLE 5-3 
CURRENTANDFUTURERESIDENTIALOCcupANTEXPOSURE~ONS 

Averaging Time (Carcinogenic 
effects) 

Chronic Exposure Period 

Bio-availability - 
soil and sediments 

Ingestion - soil and 
sediments 

70 Y NIA 

30 Y 6Y 

0.9 0.9 

I 

Ingestion - fruits and 0.08 kg/day 0.042 

Inhalation 20 dlday  9.6 m31d@) 

Adherence factor 0.6 mglcd 0.9 mglcd 

vegetables 6) kgldaY@ 

Dermal absorption factor 0.001 0.001 
d s ,  d S ,  
0.4 organics 0.4 organics 

Body weight 70 kg 15 kg 

Body surface area 3000 cm2 1400 cm2 

Exposure duration 16 hlday - 24 hdday - 
350 dayslyr 350 dly 

EX- time - 
surface water 

I 2.6 hdevent 

Exposure fresuency - surface water 7 eventsly 7 eventsly 

Ingestion - surface water 50 mllevent 50 mlleveat 

EPA 1991 ~1 
RHH 1984 T 

EPA 1992 T 

EPA 1992 T 

EPA 1989 T 

EPA 199Ob T 

EPA 1991 C 

EPA 1991 C 

EPA1991 I T I 
EPA 1989 I C I 
Poiger and T 
schlotter 
1980 

EPA 1989 I C 1 
Professional 
Judgement 

T Typical 
c Coneervacive 
a 
b 

c 
d 
e age-weighted average 

UItd for Cumat Of€-& Ruidentiil kad U r  
Thip fictor q d f i e s  the effect of roil matrix to reduce de& drorptioa of chemic&. 
Poiger .ad Schl.tter (1980) determiDtd that the loil matrix decruscr the de& dlocplion of CbemiCJI (KDD). 
Adult exposure was a w m d  to be ku tb.n chiid'r 
value for child (0-10) u a u u d  to be 1/2 the adult v h  

47 



TABLE 5-4 

EXPOSURE ASSUMPTIONS 
CURRENT coMMERcIALmusIluAL WORKER (SECURITY SPECIALrn 

Ingestion- 
soil and sediments 

Inhalation 

Adherence factor 

Dermal absorption factor 

Body surface area 

Body weight 

Exposure duration 

Matrix factor(.) 

Exposure time 
(surface water) 

50 EPA 1991 

18 dlworkday EPA 1991 

0.6 mg/cm2 EPA 1992 

0.001 metnls, 0.4 EPA 1992 
OrganicS 

3000 cm2 EPA 199Ob 

70 kg EPA 1989 

0.5 hrlday - EPA 1989 
250 dpylyr - 25 yrs 

0.15 Poiger and 
Schlatter 1980 

2.0 hrlevent EPA 1989 

Exposure freque~cy 
(muface water) 

Ingestion- surface water 

7 eveatsly EPA 1989 

Bio-availability 

Averaging Time (carcinogenic effects) 

0.02 ml/eveat*) 
Judgemeat 

Professid 
Judgement 

70 Y I EPA 1989 
I 

chronic Exposure Period I 25Y I EPA1991 

-i 

T Typical 
c consetv.tivc 
a 

b 

This factor q d f i c s  the effect of mil matrix (0 reduce d e d  lbrorptiOn of cbemich. 
Poiger .ad Schl.ttcr (1980) determined ttut the mil matrix decmrer d e 4  abmtptiOn of cbeohls.  
Amount of water ~ontriaed in 50 mg of ututmtcd d i n t s ,  uarming wet dcnrity of 1.4 g /cd  .ad porority of SO percoat. 
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TABLE 5-5 
FLpruRE ECOLOGICAL RESERVE RESEARCH BIOU)<;IST EXPOSURE ASUMPTIONS 

Ingestion- 
soil and *& 

Inhalation 

Adherence factor 

Dermal absorption factor 

Bodymvfpceprea 

Body weight 

100  mgiday 

18 m3/wdday 

0.6 mg/cm2 

0.001 metals, 0.4 org~cs 

3000 cm2 

70 kg 

Exposwe duration 

EPA 1991 

EPA 1992 

EPA 1992 

EPA 199Ob 

EPA 1 9 9 1  

EPA 1991 
~~~ ~~ 

7, 1 0 0 ,  250 days - 
8 h/day - 250 dayiyr - 
25 yrs - 2 days/* 

T 
T 

T 
T 

T 

C 

Matrix facto# I 0.15 

(surface water) 

0.02 mlleveat@’) I Ingestion - surface water 

EPA 1991 C 

~ ~~ ~ 

Poiger and T 
Schlatter 1980 

EPA 1989 C 

EPA 1989 T 

Mi 
coaperV.tive 
Thir fictor q d f i e s  the effect of roil mrtriX to reduce d e d  abrorption of chemicals. 
Poiger .od Schktter (1980) determined that the .oil nvtriX decreucr the d c d  abrorption of cbedcals. 
Amount of water contained in 50 mg of saturated sediments, assuming wet density of 1.4 glcm’ and porosity of 
50%. 
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TABLE 54 
FUTURE COMMERCIALANDUSI'RIAL WORKER EXPOSURE AssuMlpTIONS 

Ingestion- 
soil and sediments 

Inhalation 

Adherence factor 

Dermal abmtion fpctor 

50 mglday 

18 m31workday 

0.6 mg/cmz 

0.001 metals. 0.4 or~paicS 

EPA 1991 

EPA 1992 

EPA 1992 

EPA 1991 

EPA 1989 

EPA 1989 

Poiger and 
schlatter 1980 

T 

T 

T 
T 
T 
C 

T 

I T l  EPA 1991 

BodysurfpceStftS 

Body weight 

Exposure duration 

Matrix factor(') 

Bio-availability 

3000 cm2 

70 kg 

8 hrfday - 
250 day/yr - 25 yrs 

0.15 

0.9 
~~~~ ~ 

Professional 
Judgmeat 

EPA 1989 

EPA 1 9 9 1  

T Typical 
c Coruc;wv.tive 
a This factor quantifies the effect of roil matrix to reduce d e 4  absorption of chemids. 

Poiger UKI Schktlcr (1980) determined that the roil matrix dtcrurr d e d  absorption of chemical& 

~ 

C 

C 

C 

50 

Averagiug Time 
(carcinogenic effects) 

chronic Exposure Period 

70 Y 

B Y  



0 6.0 SUMMARY 

Exposure scenarios have been identified based on an inventory of current land uses and 

available information on DOE policy and community plans. Based on the concept of RME, 
the scenarios identified are classified as improbable, plausible, or credible events, defined in 

this document as 1) improbable - unlikely to occur; 2) plausible - conceivable, though not 

expected; and 3) cred3e - believable with reasonable grounds. In general, land uses that are 

more likely to occur will be used for quantitative exposure assessment. Two scenarios, 

current on-site commercial/industrial use and future on-site residential use, have been 

included at the request of EPA and CDH. 

The land use scenarios selected for quantitative exposure assessment are: 

Current Off-site Residential Use 

Current On-site Commercial/Industrial Use 

Future On-site Residential Use 

Future On-site Commercial/Industrial Use 

Future On-site Ecological Reserve Use 

For those scenarios that will be quantitatively assessed, complete exposure pathways and 

exposure parameters have been identified. As suggested by the EPA, a combination of 

exposure parameters have been identified that will result in an RME estimate. Quantitative 
exposure assessment of these RME scenarios will be conducted as part of the PHE 

the BRA. 
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APPENDIX A 

RISK SCREENING ASSESSMENT 



0 RISK SCREENING ASSESSMENT 

A.l Obiective 

The objective of this risk screening assessment is to evaluate the potential impacts to 

workers from radioactive and hazardous substances during expected activities in OU-1 under 
the "No Action" alternative of the BRA. 

A.2 piDproach 

The approach involves comparison of estimated external and internal exposures to 

potential contaminants at the 

concentrations. External doses and airborne concentrations will be estimated using existing 
soil characterization data and conservative resuspension and exposure factors. 

with established acceptable doses and airborne 

e A.3 Assumptions 

The exposed individual is assumed to be a RFP Security Specialist who routinely drives a 

vehicle along the Buffer Zone road in OU-1. The roadway travel distance is conservatively 

estimated to be 1.6 km (1 mile). At a rate of 6.4 kilometers per hour (kph) (4 mph), the 

estimated time period in OU-1 is 15 minutes per trip. Assuming 2 trips per 8-hour workday, 

a conservatively estimated exposure period of 30 minutes per day is derived. It is further 
assumed that no airborne contaminant concentration reduction is afforded by the being inside 
the vehicle. A conservative value of 1 mg/m3 is assumed for steady-state particulate 

concentration, and a typical value of 10 m3/8 hours is assumed for the inhalation rate. 
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A.4 pad ioactive Dose EsQ ' m a  

Mean soil radionuclide concentrations are given in Technical Memorandum #5, Draft 
Surface Soil Sampling and Analysis Plan for Operable Unit #1 (DOE 1992): 

U 233+234: 9 pCi/g 

U 238: 287 pCi/g 

Pu 239: 1.5 pCi/g 

The mean aerosol radionuclide concentration may be determined by multiplying the mean 

soil activity concentration by the concentration of particulates present in air and a unit 

conversion factor: 

U 233+234: (9 pCi/g)(l mg/m3)(0.001 g/mg) = 0.009 pCi/m3 

U 238: 

Pu 239: 
(287 pCi/g)(l mg/m3)(0.001 g/mg) = 0.287 pCi/m3 

(1.5 pCi/g)(l mg/m3)(0.001 g/mg) = 0.0015 pCi/m3 

Annual doses may be estimated by finding the product of the dose-per-unit-activity 

conversion factors, the concentration in air, the annual volume of air inhaled, and several 

unit conversion factors. Dose conversion fztors are given in Limiting Valws of 
Radionuclide Intake and Air Concentration and Dose Conversion Factors for Inhahion, 
Submersion and Ingestion (EPA 1988): 

U 233+234: 3.66E-5 Sv/Bq 

U 238: 3.2E-5 Sv/Bq 

Pu 239: 1.16E-4 Sv/Bq 
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U-233 + 234 

U-234 + 235 
U-238 

Pu-239 

mrem = 0.19- 
Yr 

9 0.19 5,000 

287 5.3 5 , O o  

0.1 0.1 5,000 

pu-239 

Total Dose 

.c o.l mrem 1 yr 

5.6 5,000 

Results are summarized in Table A-1 and compared to DOE annual effective dose 

equivalent limits for occupational workers (DOE 1989). 

0 TABLE A-1 
EXIMATED EFFECTIVE ANNUAL DOSES FOR A SECURITY SPECIALIST 

A.5 Hazardous Chemical Breathing Zone Concentration Estimates 

Mean soil metal concentrations are given in the Plan for Prevention of Contaminant 

Dispersion (DOE 1991): 
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Cadmium: 0.003 mg/g 

Chromium III: 0.012 mg/g 

Beryllium: O.OOO9 mg/g 

chromium III 

Beryllium 

The 8-hour time-weighted-average (TWA) of the breathing zone concentration is the 

product of the particulate air concentration, the mean soil concentration, a unit conversion 

factor, and the time-fraction. Results are summarized in Table A-2 and compared to the 

American Council of Governmental Industrial Hygienists occupational threshold limit value 

(TLV) for each con taminant (ACGM 1991-1992). 

0.012 8E-7 0.5 

O.OOO9 6E-8 0.002 

TWA = (1 mg/m3) [ O*Oy] [ l&gmg] [ G] = 7.5E-7 mg/m3 

TWA = (1 mg/m3) [ O.OOO9mg looomg ] [ 12mg] [e] = 5.6E-8 mg/m3 

TABLE A-2 
ESTIMATED TIME WEIGRTED AVERAGE (TWA) CONCENTRATIONS 

FOR A SECURITY SPECIALIST 

cadmium 0.003 2E-7 0.05 I 
1 



a A.6 Finding 

Estimated exposure levels for a security specialist traveling through OU-1 on routine 
surveillance are several orders of magnitude below accepted Occupational limits for both 
radionuclide and hazardous contaminants. 
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APPENDIX B 

INVESTIGATION AND SIMULATION 
OF 

WATER PRODUCTION CAPABILITIES 



B.l 

In order to investigate the water production capabilities of several hydrostratigraphic 

units beneath the RocQ Flats Plant, transient pumping simulations for these units were 

performed. These simulations were designed to estimate whether the hydrostratigraphic units 
beneath the 881 Hillside area could produce sufficient water to supply a four-member 

household. A daily pumping requirement of 3.03 cubic meters per day [800 gallons per day 

(gpd)] was used based on the Denver Metro area average water requirement of 0.76 cubic 
meters per day (200 @)/person (discussion with the Denver Water Board, 1991). 
Simulations were done for the Rocky Flats Alluvium and for a confined sandstone unit in 
bedrock. Figure B-1 (generalized stratigraphic section of the Central portion of the Rocky 

Flats Plant) identifies the hydrostratigraphic units considered in this investigation. The 

Rockv Flats Alluvium is not considered a reliable water source but was included in the 

simulations since it is the uppermost hydrostratigraphic unit and portions of it have been 

affected by activities at the plant. The bedrock sandstone unit was included because it was 

considered to be the best prospect for producing water from the Arapahoe or Laramie 

Formations. The claystones and siltstones of the Arapahoe and Laramie were considered 

poor prospects due to their low hydraulic conductivities (-2 x 104 Wday as measured from 
on-site packer tests) and were not simulated. 

0 

B.2 

Based on ground-water flow simulation results neither the Rocky Flats Alluvium nor 

the sandstone units are capable of producing sufficient water to support a four-member 

household. Using a nine-hour daily pumping period and a rate of 0.34 cubic meters per hour 

[1.5 gallons per minute (gpm)], both the alluvium and the Arapahoe wells would be pumped 

dry within two months. For the sandstone unit, simulations of a single sandstone unit were 
done. This is based on borehole lithologic data which indicate that the Arapahoe and 

Laramie sandstone units are not laterally (perpendicular to the long dimension) or vertically 

continuous. Although unlikely, if a second similar sandstone unit was encountered, 

~:\EBRPPBOA\649\SCFWRAPB.2\06/1 S192) B-1 
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Formation 

Rocky Flats 
Alluvium 

Arapahoe Fm. 

Laramie 
Formation 

Fox Hills 
Sandstone 

Pierre Shale 
and 

older units 

Clayey Sandy Gravels - reddish brown to yellowish 
brown matrix, grayish-orange to dark gray, poorly 
sorted, angular to subrounded, cobbles, coarse / gravels, coarse sands and gravelly days: varying 

/ amounts of caliche 

Claystones, Silty Claystones, and Sandstones - 
light to medium olive-gray with some dark olive-bhck 
claystone, silty claystone, and fine-grained sandstone, 
weathers yellowish orange to yellowish brown; a 
mappable, light to olive gray, medium- to coarse- 
grained, frosted sandstone to conglomeratic 
sandstone occurs locally at the base (Arapahoe 
marker bed) 

Claystones, Sitty Claystones, Clayey Sandstones, 
and Sandstones - kaolinitic, light to medium gray - claystone and silty claystone and some dark gray to 
black carbonaceous claystone, thin (2') coal beds 
and thin discontinuous, very fine to medium-grained, 
moderately sorted sandstone intenrals 

-.---------- 

Sandstones, Claystones, and Coals - ligM to 
medium gray, fine- to coarse-grained, moderately to 

with numerous claystones, and subbituminous coal 
beds and seams that range from 2' to 8' thick 

Sandstones - grayish orange to light gray, calcareous, 
fine-grained, subrounded, glauconitic, f r i i l e  sandstone 

- well sorted, silty, immature quartzose sandstone 

I After EG&G 1992 

B-2 

U.S. DEPARTMENT OF ENERGY 
Rocky Flats Plant, Golden, cokredo 

Generalized Stratigraphic Section 
for the Central Portion of 

Rocky Fiats Plant 

Flaure El 



0 water productio, rates would be increased. Considering the length of the estimated times, as 

well as the conservative pumping rate, 0.34 cubic meters per hour (1.5 gpm), it is unlikely 

that realistic variations in the model input parameters would significantly affect these 

findings. Specifically, the model results (Table El) indicate that the Rocky Flats Alluvium 

would be pumped dry in approximately 11 days; the sandstone unit would be pumped dry 

after approximately 67 days. The fi3t stratigraphic interval likely capable of producing a 

sufficient quantity of water is the Lower Laramie FormatiodFox Hills sandstone interval 

*which is between 152 to 213 meters (500 to 700 feet) deep beneath the 881 Hillside. 

These findings are also supported by the following observations: 

Arapahoe and Laramie sandstone units beneath the Rocky Flats Plant (RFP) 

subcrop in local drainages. This limits the areal extent of sandstone units from 

which water can be pumped. 

e The Laramie sandstone units beneath OU1 are known to be of limited extent (in 

addition to outcrops and subcrops). The sandstones are typically lenticular in 

form due to the depositional environment in which they were deposited. The 

sandstone units are thus of limited lateral extent perpendicular to the long 

dimension of the units. Therefore, water storage capacity in the Laramie 

sandstone units beneath OU1 is limited. 

The geometric-mean hydraulic conductivity of the Laramie sandstone units 

beneath OU1 is 0.068 Wday (this is the geometric mean of values listed in 
Table 2-6 of the Phase III Work Plan (EGG&G 1991b). This value is nearly 

one order of magnitude smaller than the value of 0.5 Wday used in the model 

(Table B-2). Furthermore, typical aquifers used for water supply have 

transmissivities of 14,000 fi2/day (Freeze and Cherry 1979), which is nearly 

four orders of magnitude larger than the estimated maximum transmissivity 

(6.84 ft*/day of Arapahoe sandstone units beneath OU1 (based on the maximum 

(P: UDRFPBOA\6#9\SCPNRAPB.2\06/18/92) B-3 



Table B-1 
SI- of siulatiorr Results 

Rocky Flats Alluvium 

sandstone unit 

11 

67 

Table B-2 
Modding Parameters For Sandstolre Unit 

Hydraulic Conductivity 1.8 x 104 cuds (0.5 ftlclay) 

0.30 

4.6 m (15 ft) 

confined 

0.6 to 3.0 m (2 to 10 fi) 

78 m (255 ft) 

6.1 m (20 A) 
Constant head & 
No flow 

* Ground-water Protection md Monitorisg Fbgmm PLn, November, 1991 
I 

B . 4  on Plate 4 f h m  July, 1991 Rocky Fkta Plant Geologic Cb~~teriutioo 

&-site testing. High value within 
range in Table 3, Geologic 
characterization, 1991. EG&G 
Rocky Flots. 

GPMPP' Table 2-11 

Based on width of sandstone unit 

GPMPF page 2-23 

Well Logs 



values of 0.57 Wday for hydraulic conductivity and 12 feet of saturated 

thickness). 

Several monitoring wells completed in &e Arapahoe or Laramie Formations are 

routinely bailed dry during normal sampling activities and may require several 

days to recover. During the most recent sampling activity at RFP, 34% of the 

wells required 2 days to sample (due to slow recharge rates) and 8% could not 

be sampled due to lack of water. This indicates the low recharge rates and low 
permeability of bedrock. Although a production well with a larger diameter 

would have greater storage and would recharge at a slightly higher rate, it is 
unlikely that a suitable water yield could be maintained for a domestic well. 

Further, a larger diameter production well would be impractical, due to the 

excessive depth and casing requirements. 

A domestic well completed in the Laramie/Fox Hills Aquifer may be capable of 

0 producing 800 gpd; however, this appears highly impractical as supported by the following 

points: 

The RFP is located near a portion of the recharge area of this aquifer. 

Therefore, c o n f i i g  pressures would be smaller than those further downgradient 

from the RFP. Small confining pressures result in smaller amount of available 

water in the aquifer. A lower confining pressure would also limit the water 

level rise in the well, reducing the volume of water stored in the well. 

To access the Laramie/Fox Hills Aquifer from the OU1, a well of 
approximately 500 to 800 feet would be necessary. A domestic water well of 

this depth would probably not be an economically viable alternative. 

This model is based on data collected from on-site boreholes. Section B.3 provides 

0 details of modeling methodology. 
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B.3 Simulation Method 

Simulations were pedormed using the U.S. Geological Survey MODFLOW ground- 

water flow simulation package (McDonald and Harbaugh 1988). Input parameters common 

to all simulations are listed in the Table R3. Separate simulations were done for the Rocky 

Flats Alluvium and for the sandstone unit. A listing of the input parameters for these 
simulations is given in Tables B-4 and B-2. Simulations were run using a daily time-frame 

until the pumping well went dry or the end of the simulation (120 days) was reached. 

Each day of the transient simulation was divided into two periods. The first nine 

hours of each day was used as a pumping period. It was assumed that the household 

maintained water storage capabilities and that this pumping period was used to replenish the 

water storage system. This scenario allows low pumping rates which should allow a larger 

volume of water to be extracted before desaturating the well. A pumping rate of 0.34 cubic 

meters per hour (1.5 gpm) was used. This rate is below the 0.68 - 0.91 cubic meters per 

hour (3-4 gpm) rate normally required for domestic wells [conversations with the Jefferson 

County Health departments indicated 0.68 cubic meters per hour (3 gpm), and the Federal 

Housing Authority 0.91 cubic meters per hour (4 gprn)] and, as such, is conservative. The 

remaining 25 hours of each day allowed water level recovery to take place. 

The pumping well was located at the center of a 19 by 19 grid cell array. The grid 

Spacings for each scenario are given in Tables B-4 and R2. 

Boundary conditions were either constant head (equal to the initial head) or no-flow, 

depending on the scenario. A conservative value for the range of known hydraulic 

conductivities in each formation was used to provide estimates of the longest possible period 

of time before the pumping well would go dry (that is, the results are designed to over 

estimate the time required to dry up the ground-water source). For the Rocky Flats 

Alluvium scenario a constant head boundary was used at all boundaries. The sandstone unit 

was intended to represent a channel-sand deposit. To implement this, no-flow boundaries 
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Table B-3 
Modeling Parameters Common to All !hmarios 

Water Requirement 

pumping 

Pumping Time per Day 

x to Y Anisotropy 

3.0 mVd (800 gpd) 

0.34 m3h (1.5 gpm) Assumed 

9hrS Based on pumping rate 

1 (isotropic) Asswned 

City of Denver Water Board' 

% 

I NumberofRows I 19 I- I 
1 1 9 -  

Table B4 
Modeling Parameters For Rocky Fiats Alluvium 

Hydraulic Conductivity a 
Specific Yield 

Grid Spacing (uniform) 

Hvdroeeoloeic Unit Character 

Initial Sahuated Thickness 

Boundary Conditions 

8.8Xl04 c d s  (2.5 Wday) On-site testing. High value within 
range in Table 3, Geologic 
(3haracterizaton, 1991. EG&G 
Rocky Flats. 

~- ~ ~ 

0.30 GPMPP Table 2-11 

6.1 m (20 ft)  assumed 
I 

Unconfined On-site observation 

1.5 m (5 ft) 

Constant head Assumed 

Observation wells 

~ ~~~ ~ 

* Ground-water protection .ad Monitoring Prognrn pkn, November, 1991 
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were placed along two parallel sides of the grid (parallel to the long dimension of the 

sandstone unit) with constant head boundaries along the other two sides. Logs from bedrock 

wells on the 881 Hillside area indicate most sandstone units consist of intervals from 0.3 to 3 

meters (1 to 10 feet) in thickness and are generally clayey-@silty in nature. For this 

simulation a composite thickness of 3 meters (10 feet) was estimated to be the most likely 

expected thickness. To simulate a channel geometry, the thickness of the sandstone unit 

varied from 3 meters (10 feet) at the center to 0.6 meters (2 feet) along the sides adjacent to 

the no-flow boundaries. 

B.4 Area Water SUDD~Y 

Water is supplied to the Rocky Flats Plant (RFP) by the Denver Water Board. 

There is currently a supply system (Le., pumps, pipes, and related utilities) capable of 

handling two million gallons per day. Any future use of the RFP site is likely to utilize this 

system. Consequently, there is not a reasonable chance that an on-site future use scenario 

would: 1) fail to access the readily available water supply, and 2) install a ground-water 

well into the unreliable alluvium or upper Arapahoe Formation. 

The cities of Westminster and Arvada provide water to developed areas located 

approximately 6.4 kilometers (4 miles) east and southeast of the center of RFP. A public 

water source is not currently available in immediately adjacent areas south and east of the 

RFP. Historically, municipalities in the area have provided water to emerging residential 

and commercial developments. As these off-site areas are developed, it is likely that a public 

water supply will eventually be provided. Meanwhile, these areas must depend upon water 

supply from other sources, including water wells. 
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Within an 8.3 kilometer (5 mile) radius to the south and east of the plant, 146 well 

permits are registered with the Colorado State Engineer’s office (Figure B-2). Table B-5 is 

derived from a microfiche data base and retains English units used by the Colorado State 

Engineers Office. Actual well existence can not be inferred from the table; this list merely 

denotes that permit applications have been filed with the State Engineer’s Office. The yields 

listed in Table B-5 indicate maximum permissible pumping rates and have no relation to 

sustainable yields (well permits for low-yield wells do not require any testing to estimate 

actual sustainable yield). The pennit applicant states a planned well completion depth, and 

this is accepted or rejected by the State Engineer’s Office. 

The majority of the 146 wells are located 5 kilometers (3 miles) or more from the 

plant (Figure B-3) and range in depth from 3.0 to 396.2 meters (10 to 1300 feet) below 

ground surface. Figure B-4 shows that over 80 percent of the wells are less than 121.9 

meters (400 feet) deep. Sixty four percent of the wells are permitted to yield under 3.4 

cubic meters per hour (15 gpm) and thus are classified’ as domestic wells by the Colorado 

State Engineer’s office. 

a 

B.6 

Off-site wells adjacent to RFP and down-gradient from OU1 are of particular 

interest (Figure B-5). Table B-6 lists information from well completion reports2 for the 14 

wells near Standley Lake. These values represent observations and measurements during 

installation. Yields specified in Table B-6 are pumping rates which drillers recorded during 

well development. They are not indicative of sustainable pumping rates (well completion 

reports do not indicate water level recovery rates after pumping). At the pumping rates 

’Classification is not indicative of actual well yields or usage. 

2Drillers file these reports after completing well installation. Along with permit applications, these are on file 
at the Colorado State Engineer’s Office. 
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Table B-5 Well Permits in the Vicinity of Rocky Flats * 

6711F 1 4525.9 390 SWS 29 IS 69W 
25514 D 

34317F M 
35470F M 
354713 M 
36154F M 
48196 D 
8273 D 

24243 D 
29289 DS 
34582 D 
44374 D 
100277 D 
2600 D 
33093 D 
5414F N 
37464 D 
38163 D 
13494 D 
15044R N 
30030 D 
666 D 

80021 D 
955 D 

103583 D 
132562 S 
132563 DS 
29620 D 
52028 D 
96282 H 
1246 D 

138834 D 
139972 D 
14820 D 
15251 D 
15252 D 
18383 D 
19069 D 
W D  
2 6 D  

32467 D 
32849 D 
45855 D 
65747 DS 
8117 D 
83981 D 
87059 D 
89558 D 
25429 D 
29754 D 
39001 D 
556 D 

7 
1 

23 
23 
25 
15 
20 
25 
25 
7 

13 
15 
10 
12 
10 
5 

15 
20 
5 

20 
10 
IS 
20 
15 
15 
5 

15 
8 

14 
15 
15 
4 

20 
20 
12 
6 
6 

15 
8 

14 
15 
15 
12 
5 
5 

15 
4 

20 
15 
20 

360 
365 
597 
790 
830 
610 
185 
800 
800 
333 
80 

635 
410 
825 
850 
109 
53 

142 
182 
182 
95 

300 
85 

I25 
10 
10 

112 
122 
125 
67 
71 

375 

86 
86 
75 

100 
110 
I25 
115 
80 

110 
120 
70 

305 
140 
150 
40 

240 
170 
185 

50N 
820N 
570N 
2390s 

476N 
350BN 

2295s 

looos 
-305 
744s 

44 
1800s 

1200N 
2105 

l00N 

450s 

590s 
2sm 
4OON 

NWN 30 
260E NWN 30 
l525E NWN 30 
490E NEN 30 
1740E NWS 30 

NESE 30 
SEN 30 
SWS 31 
SWS 31 

SWSE 31 
NEN 31 

2180W NEN 32 
225OE NWN 32 

SENE 33 
NEN 33 
SWN 16 
SWN 16 
SENE 17 
SWN I7 
NESE 17 
NESE 17 

l00E NESE 17 
NESE 17 

610E SESE 18 
573E SESE 18 
38433 SESE 18 

NESE 18 
NESE 18 

4ooE NESE 18 
NEN 19 

IOOE NEN 19 
1300E SESE 19 

NEN 19 
SWS 19 
SWS 19 
NEN 19 
NEN 19 
SWSE 19 

l200E NEN 19 
SESE 19 
NEN 19 
NEN 19 

17OOE SWSE 19 
NEN 19 

1520W SESW 19 
122OE SESE 19 
13300E NEN 19 

SENE 20 
sws 20 

sws 20 
sws 20 

1s 
1s 
1s 
1s 
1s 
1s 
1s 
1s 
1s 
1s 
1s 
1s 
1s 
1s 
1s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 

69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 
69W 

5 
5 
4 
4 
4 
4 
4 
4 
3 
3 
3 
3 
3 
3 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
1 2-5 85531. D 385 5505 1500W SESW 20 2s 69W 
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Table B-5 Well Permits in the Vicinity of Rocks Flats * 

14099 
155357 
2049 

25218 
37296 

54046 
55735 
61192 
63995 
66103 
66359 
70958 
73291 
73870 
75034 
76567 
81924 
82491 
89110 
12664 

9126 
26667 
15314 
128433 
36497 
3714 
2862 
15060 

17190F 
10467XW 

13018 
13439F 
28408 
33695 
35711 
45022 
53597 
67546 
72601 
3257 

1 m F  
201% 
2679F 
34955 
17337 

528n  

28779 

i i 8 n  

D 
D 
H 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
D 
H 
H 
H 
H 
D 
H 
D 
D 
D 
D 
DS 
D 
D 
D 
D 
D 
D 
C 
0 
D 
D 
M 
D 
D 
D 
D 
D 
D 
H 
D 
N 
Ds 
N 
D 
D 

11621 10 375 700N 1330W NEN 29 2s 69W 
7 

‘ 5  
6 

12 
15 
15 
15 
7 

14 
15 
1 

10 
12 
12 
10 
10 
10 
13 
15 
3 
4 
1 

20 
8 

12 
5 

10 
10 

1 
1 

150 

6 
1 

17 
1 

4525.9 
9 
6 
7 

15 
30 
16 
50 
15 
20 

265 
400 1154N 
72 

305 
207 
300 
270 

300 
330 84ON 
320 115N 
320 50s 
310 650N 
300 350N 
300 IOOON 
300 75ON 
300 123ON 
310 1030N 
300 1152N 
2% 720” 

365 nss 

30 
50 
50 
27 

615 
12 1798s 
22 
23 
74 

100 
604 144as 
50 

325 
110 
465 
308 

80 
410 
230 
200 
253 2lSON 
260 227ON 
430 

1090 
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500 
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I70 

SWN 29 
2090W NEN 29 

NESE 29 
NWN 29 
NWN 29 
NWN 29 
NWN 29 

92E NESE 29 
NEN 29 

1536E NWN 29 
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lOOE NWN 29 
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WOE NWN 29 
545W NWN 29 
176OW NEN 29 
1876W NEN 29 
1490E NEN 29 

SWSE 4 
SWS 6 
” 7  
SENE 9 
mvsw 29 

2W NWS 30 
NWS 30 
NWS 30 
SWN 33 
NWN 36 

ll5OE NESE 16 
SENE 18 
SWN 19 
SWS 19 
SWS 19 

SESW 19 
sws 19 
SWS 19 
Nws 19 
SWS 19 

sow SWN 19 
164ow SEN 19 ” 21 

N w s 2 2  
N W S 2 4  
SWN 24 

19OE SESE 24 
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2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
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1s 
1s 
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2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
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69W 
69W 
69W 
69W 
69W 
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69W 
69W 
69W 
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69W 
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69W 
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69W 
69W 
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6% 
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low 
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7ow 
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70W 
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m 
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mw 

2s low 18722 D 22 1050 SESE 25 I . - .. 

E12 

5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
3 
3 
5 

2 
4 
5 
5 
5 
5 
5 
5 
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5 
5 
5 
3 
3 
3 
3 
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25117 D 20 190 
2925f C 
34149 D 
34541 D 
35405 D 
37604 D 
41313 D 
4746 D 
61190 D 
7548 D 
82199 D 
97839 D 
13663F C 
2867F C 
34970 D 
39737 D 
7619F M 
78493 S 

24583F C 
2868F C 
139259 D 
139260 S 
21762 D 
150955 D 
31673 D 
38979 D 
22212 D 
31260 D 
50216 DS 
18401 D 
3315F C 
139692 D 
139693 D 
14107 D 
30764 D 
32710 D 
33300 D 
92330 D 
2651F N 
3338 D 
91184 H 
42120 D 

20 
4525.9 

4525.9 
6 

25 
4525.9 

2 
30 
8 
2 

160 
550 

5 
20 
30 
15 
20 
600 

15 
5 

20 

15 
10 
6 
7 

10 
10 
600 
15 
15 
13 
8 

30 
6 

15 
100 
10 
15 
20 
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80 

115 
100 
?O 
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200 
320 

1220 
28 

320 
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50 
30 
16 
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784 
30 
18 
50 

1300 
500 
230 
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165 
10 
20 
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15 
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115 
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170 
10s 
18 
50 
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200 

NESE 25 

N W S P  

800N 

212s 
1210N 

1430N 
2130N 

lzooS 

2560s 
300N 

L28QMN 
24005 

1700N 

325s 

23OE 

247E 
705E 

255OW 
inow 

875 W 

lo0oW 
sow 

4OOE 
25OE 

12ooE 

230w 

SESW " " " 
SWSE 
SESE 
NES 
NEN 
SENE 
SESE 
NEN 
SESW 
SESW 
NESE 
SESE 
SESE 
SEN 
SEN 
NWS 
sws 
sws 
SWSE 
NWS " " 
NEN 
NEN 
SWN 
SWN 
NWS 
SENE 
NEN 
NESE 
SESE 
SENE " 
SENE 
SWN 
SENE 
SWS 
NEN 

25 
25 
25 
25 
25 
25 
25 
25 
25 
25 
25 
26 
26 
26 
26 
26 
26 
27 
27 
28 
28 
28 
29 
30 
30 
31 
31 
32 
33 
34 
36 
36 
36 
36 
36 
36 
36 
5 
5 
7 
8 

2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 
2s 

70W 
70W 
70W 
70W 
70W 
70W 
70W 
70W 
70W 
70W 
70W 
mw 
mw 
70W 
70W 
m 
7ow 
70W 
m 
7ow 
m 
70W 
7ow 
7ow 
70W 
70W 
70W 
70W 
70W 
70W 
70W 
70W 
70W 
7ow 
7OW 
m 
70W 
70W 
7ow 
70W 
70W 
70W 

4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
4 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 
5 

4 
3 

'Ihw w e b  were selected from the available drrrbue bucd upon the criteria that either the depth or yield of 
the well MI rvrilible. This doer not mean that wells in the  arc^ .re bt ionhg .  Field verificrtion m y  
be the only method that would provide exact informrtion concerning operable web. Thir list doer not include w e b  
that have I UIC listed IS *Other* a d  I permit m. ending with M *m*. Thcv UT CoIUidcd to be monibriag web.  

Source: St~tcEaginccr'sOf6ce 
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Table B-6 

26 
1246 
81 17 
14820 
18383 
19069 
29620 
32049 
45855 
52028 
89558 
96282 
103583 
138834 

8 , , , . , , .,.. ,.Y..< &%@..$@& 
...... 

15 
15 
12 
8 
12 
6 
15 
14 
15 
8 
15 
14 
15 
15 

125 
67 
70 
200 
75 
100 
112 
80 
110 
122 
150 
125 
125 
71 

45 85 105 125 
37 67 
20 70 
100 200 
50 75 
27 36 63 90 
85 112 
23 80 
30 110 
80 . 96 
30 50 70 90 130 150 
65 90 
90 125 
20 71 

Ir source: state EngiReer’s office 
Ir* Based on drillers’ observations. Does not indicate sustainable well fields. 



@ specified, most of the domestic wells were pumped dry within a few hours? The water 

acquired in this time period, however, could sustain the average consumption rate of a 240 

gpd for four-member household. Therefore, it is possible that wells near Standley lake 
provide Figure B-3 and Figure B-4 water to individual households andor stock in the area. 

The lower Arapahoe Formation contains a basal conglomeratic sandstone. A 

conglomeratic sandstone out crops on the Southern shoreline of Standley Lake (therefore in 

hydraulic connection with Standley Lake) and is recognized as the basal Arapahoe 

conglomerate @G&G 1992). This conglomeratic sandstone is not encountered beneath OU1 

(EG&G 1991; EG&G 1992) and is not evident in the off-site logs, suggesting laeral 

discontinuity of sandstone units between OU1 and Standley Lake off-site. The basal 

Arapahoe conglomeratic sandstone is likely to have a larger hydraulic conductivity due to its 

Coarse-grained texture compared to very fine-grained sandstone units encountered beneath 

OU1, which typically exhibit hydraulic conductivities of lxlod cm/sec (2.8x1Q3 Mday) or 

less. *.  
The most permeable unit that is likely tapped by wells near the Standley Lake is the 

basal conglomeratic sandstone of the Arapahoe Formation. OU1 is underlain by the Laramie 

Formation (EG&G 1992) thus, there is no plausible hydraulic connection between sandstones 

beneath OU1 and wells near Standley Lake. The location of the basal Arapahoe 

conglomeratic sandstone, water levels in Standley Lake, and well screened intervals suggest 

that Standley Lake is a possible recharge source for the nearby wells. Alternatively, 

recharge may be contributed from the several unlined ditches that cross the area. Therefore, 

unlike conditions at the RFP, the off-site wells have potentially large sources of recharge in a 
more permeable sandstone. 

3Co10rad0 State Engineer's Office. Individual well completion reports. A few hours xefers to 1 to 4 hours of 
Pumping. 



B.7 Summary 

An investigation of the water production capabilities of alluvium and sandstone units 

was conducted to assess the ability to produce adequate quantities of water for domestic uses. 
A ground-water flow model of a bedrock sandstone unit was constructed based on the data 

that has been collected as part of the hydrogeologic characterization of the OU1 site and as 
part of RFP-wide investigations. The results of the model suggest that the sandstone units 

~ beneath the OU1 site would not be capable of producing an adequate supply of water. This 
results from the small hydraulic conductivity and limited areal extent of the sandstone units. 

Ground-water availability from nearby off-site wells was also investigated. Data 

obtained from the files of the Colorado State Engineers office indicate there are 14 wells near 

Standley Lake that may use the Basal Conglomerate of the Arapahoe Formation as a source 
of water. Based on the analysis of well logs at the RFP site, off-site well logs, and the 

outcropping of the Basal Arapahoe Conglomerate at Standley Lake, hydrogeologic conditions 

at the RFP and off-site are significantly different. The data analyzed indicate lateral 

discontinuity between sandstone units beneath OU1 (Laramie sandstones) site and off-site 

wells. The available data also suggests the off-site wells may be hydraulically cunnected to 

Standley Lake, a large source of potential recharge. 
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881 EILLSIDE (OU1) WELL PRODUCTION TEST RESULTS 
ROCKY FLATS PLANT 
GOLDEN, COUlRADo 

The purpose of the tests was to evaluate the well yield characteristics of the upper 

hydrostratigraphic unit (HSU) and shallow lower HSU for potential future development as a 

domestic water supply source. Specifically the tests were conducted to determine whether or 
not individual wells situated on the 881 Hillside were capable of producing the 240 gallons 

per day required to support a family of four persons (as recommended by CDH and the 

Colorado Water Quality Control Division). These tests were performed as part of the Phase 

III Public Health Evaluation. 

C.2 T- 

Basically, the tests were designed to simulate the operation of a domestic well a 
insomuch that the principal objective was maximizing well yield rather than determining 

aquifer properties, such as transmissivity and hydraulic conductivity. This objective was 
achieved by pumping a selected number of wells with a Grunfos Redi-flo 2 submersible 

pump set at the bottom of the well and maintaining maximum drawdown conditions for the 

duration of the test. Because of the low well yield conditions encountered during the tests, it 

was not practical to maintab a constant pumping rate, so the wells were pumped until dry, 

allowed to recover about C 

estimated recovery volume 0. 0.5 gallons was d 

(head) of water required to start and operate th 

(head) generally proved inadequate to prime th 

pump test data sheets were calc*rlated by first mtmuring pump discharge in a gduated 

bucket for the pumping portion of each pumping and recovery cycle. This volume was then 
divided by the total elapsed time of the pumping and recovery portions of the pumping and 

ons (2 to 3 foot recovery), and the cycle was repeated. The 

ed to be about the minimum amount 

Attempts at pumping lower volumes 

Average flow rates shown on the 



recovery cycle to give the flow rate. Water level measurements were limited to the recovery 

phase of the test because of water level probe access problems associated with the limited 

annular space created by the pump lines in the 2-inch diameter casing of the wells. 

Recovery data was collected to provide information on the approximate drawdown conditions 
existing in the well during the last few pump cycling periods. 

C.3 Well Seecto  1 i n  

A total of 51 monitoring wells, completed in the shallow geologic materials directly 

underlying the majority of OU1 (colluvium and Arapahoekmm 'e bedrock), were evaluated 

for testing based on recent data provided by Ebam as part of the Phase III investigation and 

other sources. Of these wells, 26 were dry and 8 were destroyed or obstructed leaving 10 

colluvial and 7 shallow bedrock available for testing. Two wells completed in upper HSU 

colluvium (0487 and 37191) and one well completed in the shallow lower HSU bedrock 
(6286) materials were selected for testing based on consideration of lithology, hydraulic 

conductivity, saturated thickness and well design. Well development, ground-water sampling 

and well hydrograph records were also examined during the selection process. Wells having 

the most promising yield characteristics were systematically chosen from the information 

presented in Table 1.  Deep bedrock wells completed within the OU1 boundary, such as 

4587, and wells completed in the Rocky Flats and valley fill alluviums (37591 and 6486, 

respectively) were not evaluated because of their hydrologic positions relative to OU1. 

These wells were excluded because 1) Rocky Flats alluvial wells are located primarily 

upgradient of contamination at OU1; 2) valley fill alluvial wells, located downgradient of 

OU1, are hydrologically isolated by the French drain; and 3) deep bedrock HSUs are 

stratigraphically separated from the upper and shallow lower HSUs by low permeability 

confining claystone layers. 

Generally, preference was given to wells with the highest hydraulic conductivities, 

fastest recharge rates and greatest saturated thicknesses. For example well 6286 was selected 

for testing instead of 39291 based on comparison of recharge rates measured during well 



TAB= 1 
SELECTION CRITERIA USED FOR 881 HIUSIDE COLLUVIAL AND SHALLOW BEDROCK WELL 

PRODUCTION TESTS 

nld 

5 x 104 

4387 3.5 - 12.3 3.3 nld 

4487 0 

4787 I -  l o  1 -  
4881 - 0 - 
4987 0 

5087 I -  I O  1- 
5187 I -  l o  I -  

2.1 x to-' 

3.5 - 9.1 

1.3 - 4.5 

5587 I -  l o  1 -  

33491 I -  l o  1 -  
3369 1 I -  l o  I -  
33891 I -  l o  I -  
34591 0 1- - 
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34791 6.2 - 7.7 5.2 1 x lo-’@ 1 x lob Si, G 

37691 

38191 

3829 1 

35391 l -  0 l -  l -  I Dry 

- 0 1 x 1 0 5 ~ 2  x 104 - - Dry 

10.1 - 14.9 6.4 - 0.22 Sand, SiIC, G 

- - - 0 Dry 

I LowerHydm 

1 0387 

I0687 

ratigraphii Unit 

16.8 - 18.4 1.3 I 
43.4 - 53.0 
45.4 - 55.0 
27.0 - 36.6 
33.0 - 42.6 
34.2 - 43.8 

11.6 

7.7 7 x 106 

10.0 1 x 104 

6.9 2 x lo-’ 

1 x 1 0 4 ~ 6  x 10-7 

13.4 3 x 10-5 
I I 

LeneDd 1) Determined Jlnury 1992 dd - Not D ~ t e & d  * 2) Rechrge Rate Data Collected h m  Well Development iad Sampling Form8 
s i  - Shy sud s.ac-sudymy csistoae - clayey si)trtoae cs - clayltoae 
sic - s i y  clay s.as-s.ndrlane 
SilCG - Silty Clayey Gravel 
sics - s i  ClayaOne surcs - M y  clayalonc cs - clayrlanc G - -vel 

M G  - M y  Clay ~ V C I  CG - C k p y  *vel GSanC - Girvelly Srdy clay 
G c  - onvelly clay CSan - m y e y  s.pdawe 

c - clay 
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development and sampling (10 minute rate of 4.1 feet in 6286 versus 0.9 feet in 39291), and 

instead of 31891 based on saturated thicknesses, despite the location of 6286 outside the OU1 
boundary (see discussion in section below concerning 31891). It was necessary in some 

cases to choose an alternate well because the primary choice had been destroyed during 

construction of the French drain (Le. well 6986). Plans to test the IHSS 119.1 collector well 

as suggested by the EPA were delayed because of current equipment limitations at this well, 

Specifically the lack of an automatic liquid level controller and an in-line flow meter. 
tDiscussions with operations personnel indicate that this well has a very slow recharge rate 

commensurate with the results of the monitoring well tests. 

c.4 Tat Resuh a nd Internretat ion 

Table 2 presents the results of well production testing at OU1. The final sustainable 

well yield values for the three wells ranged from about 0.026 to 0.055 gallons per minute 
(gprn), or 36 to 79.2 gallons per day (gpd), after 2 hours of pumping (1.5 hours for 0487). 

These values were adjusted to approxjmate the higher yield expected from a larger diameter 

well using the method described in D5scoll (1986, p. 449). A conservative estimate of Re 
(effective radius of influence) equal r e  25 feet was used in t3 
values, such as 400 feet used in the Driscoll example, woulri a v e  resulted in smaller 

increases in well yield (Driscoll, 1986) and are unrealistic considering upper XSU hydrologic 

conditions. Calculations for both the well (borehole) radius and effective well radius were 
made for each monitoring well to compensate for the equivalent radii of the IHSS 119.1 
collector well. The calculations indicate that increasing the monitoring well radii to that of 
the existing collector well would theoretically increase the yield of these wells by factors 

ranging from 1.33 to 1.47 depending on the well tested. The adjusted well yields therefore 

range from 0.037 gpm (53.3 gpd) to 0.073 gpm (101 gpd). The theoretical increase in well 
yield for 4 and &inch wells normally drilled for domestic purposes would be less, and 

probably closer to the actual results determined from the monitoring well tests. Attachment 

A contains the records of each individual pumping test. 

dculations. Larger Re 

(P.- . ,4\649WXUUUOAK!WR3/92) c-5 
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Further review of the well development forms during well test interpretation and 

report preparation revealed that, although no recharge rate was measured for 31891, this well 

was capable of producing a short term (1.2 hour) average yield of about 0.11 gpm when 

developed on October 16, 1991. This rate translates to 158.4 gpd, or approximately 210 gpd 

corrected to the radius of the MSS 119.1 collector well (factor of 1.33 based on 31891 rw 
equal to 0.458 feet). The reason for this unexpected yield value is not evident from the 

lithologic log which indicates the presence of sandy clay and clayey sandstone in the 

completion intend. The yield is still considered to be very low compared to rates normally 
sought when drilling a typid domestic well. Well 31891 is located outside of the OU1 
boundary next to the South Interceptor Ditch and downgradient of the French drain. 

Subcropping sandstones such as that found at 31891 were only detected downslope of the 

OU1 boundary based on information provided by Ebasco, and apparently are not 

representative of hydrogeologic conditions at the contaminated areas of the hillside. 

a 

Results of the pump testing represent conservative estimates of sustainable well yield 

0 for several reasons. Firstly, the results are representative of short term well yields only. 
The longer term yield of these wells will continue to decline until a steady state condition is 
reached that is consistent with continuous well usage. This decline is caused by the 
increasing drawdown in the well created during expansion of the cone of depression to a 
steady state condition. Secondly, the tests were conducted during the spring recharge period 

when the aquifer is at or near its maximum saturated thickness. Lower well yields can be 
expected later in the year when ground-water levels decline to their seasonal lows, as shown 

h most well hydrographs. Seasonal water table fluctuations ranging from 3 to 5 feet are 

evident in the hydrographs for 0487 and 37191. The yield for these wells could decline by 

as much as 50 and 35 percent, respectively, during low water table conditions based on 
estimates generated from the specific capacity values contained in Table 2. Finally, many 

upper HSU wells on the 881 Hillside are dry or have limited saturated thicknesses. The two 

colluvial wells tested represent a selection of the "wettest" areas of the upper HSU. The 

limited extent and patchy OcCutTence of saturated colIuvium indicates a finite saturated 

volume with Limited ground-water available for exploitation. Constant pumping of wells in 

@3EBRFPBOA%49W!ENARXO.AKXW23#2) C-3 



areas of a limited upper HSU saturated volume, such as found at 37191, may accelerate 
drawdowns as the cone of depression reaches the aquifer boundaries (thus decreasing the well 

yield) and could eventually dewater that portion of the upper HSU pumped by the well. 

C.5 Conclusion 

The results of the pump test analysis indicate that the upper and shallow lower HSUs 

at the 881 Hillside are not - reliable sources of ground-water for normal domestic purposes 

given the 240 gpd requirement for a family of four persons (based on the 60 gpd per person 

criteria). The modeling runs previously performed by EG&G (1992) and the CDH (1992) 

actually appear to have been overly conservative in light of the field testing results and 

consideration of upper HSU dynamics. These results support the modeling results and 

interpretation (presented in Appendix B) that the upper and shallow lower HSUs are not 

viable sources of groundwater. 
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ATTACHMENT A 
PUMP TESTING DATA SHEETS 



0 

e 

EG&G ROCKY FLATS PLANT Manual 5.2100-0PS 
EMlER GROUNDWATER SOP Procedure No.: CW.08, Rev. 0 

Page: 33 of 43 
Safety Related EfTectlve Date: October 29, 1991 
Category 1 Organization: ER&WM 

AQUIFER PUMPING TEST DATA SHEET 

DATE PERSON RECORDING DATA 

0 ‘ 0  OM 

1. 2 2  
3 , Z Z  

3.0 5 

0 ‘75 733 oloq 



EG&G ROCKY FLATS PLAhT Manual 5-2100-OPS 
GW.08, Rev. 0 EWER GROUNDWATER SOP Procedure No.: 

Safety Related EKectlve Date: October 29,1991 
Category 1 Organization: ER&\VM 

AQUIFER PUMPING TEST DATA SHEET 

33 of43 0 Page: 

DATE 5 \*I \ ? z  PERSON RECORDING DATA 

SCREENED INTERVAL ft to / ft  

STATIC WATER LEVEL PUMPING WELL I.D. in 

DISTANCE TO PUMPING ft 

TEST START TIME *-.- 

o s  91b3 

0 &  iy ,34  - 

3.d 

. 0 , 0 9 4  . 

LI, 

. .. . . -. _. . 
. .  

. .  
. .  . .  . . .  



5-2100-OPS EG&G ROCKY FLATS PLAhT Manual 
EMlER GROUNDWATER SOP Procedure No.: GW.08. Rev. 0 

Safety Related EKectIve Date: October 29, 1991 
Category 1 Organization: E R L W M  

Page: 33 of 43 

AQUIFER PUMPING TEST DATA SHEET 

DATE i \z( \ ? Z  PERSON RECORDING DATA 

' WELL# oq 87 
HYDROSTRATIGRAPHIC UNIT 

/ 

SCREENED INTERVAL 

STATIC WATER LEVEL ING WELL I.D. in 

DISTANCE TO PUMPING WELL 

TEST START TIME 

2 0 . 6 5  

I--.- 
v 

-- 
.-.-_I-. 

. .  
. .  



EGkC ROCKY FLATS PLAhT Manual S-2100-0PS 
EM/ER GROUNDFVATER SOP Procedure No.: CW.08. Rev. 0 

Safety Related Efl'ectlve Date: October 29, 1991 
Category 1 Organization: ERkM'hl 

AQUIFER PUMPING TEST DATA SHEET 

Page: 33 of 43 

PERSON RECORDING DATA 

STATIC WATER LEVEL 7,;s ft PUMPING WELL I.D. in (WSW?) 

-P C - P V C  

TEST START TIME 0 9 : 38  : 2-5 

0.0 
z c 5  
4,5 

L,Lj i, LD 3, 0 

3 ' 3  

1. 0 t J 5  0 '36 

3 c  23, 

. .  . .  



a 5-2 XOo.0PS EC&G ROCKY FLATS PLAhT Manual 
EkmR GROUNDu'ATER SOP Procedure So.: GW.08, Rev. 0 

Safety Related Effective Date: October 29,1991 
Organization: ER&WM Category 1 

Page: 33 of 43 

AQUIFER PUMPING TEST DATA SHEET 

PERSON RECORDING DATA 

\ E L L #  3719 I 
HYDROSTRATIGRAPHIC UNIT 
SCREENED MTERVAL 

TEST START TIME / :-:- 

b ( 3  15.33 0,056 2537 
33.37 

. .. . - .. 



EGkG ROCKY FLATS PLAhT Manual I-2100-OPS 
E h m R  GROUNDWATER SOP Procedure No.: GW.08, Reve 0 

Safety Related EfTectlve Date: October 29, 1991 
ERkM'M Category 1 Organization: 

PdgC: 33 of43 @ 

AQUIFER PUMPING TEST DATA SHEET 

PERSON RECORDING DATA 

. . - 
... 

. .  

.. . 
. .  
. - .  



a EG&G ROCKY FLATS PLAhT Manual 5-21oo.OPS 
EMER GROUNDWATER SOP Procedure No.: GW.08, Rev. 0 

Page: 33 of 43 
October 29,1991 Safety Related EfTectlvc Date: 

Category 1 Organization: ER 6: W M  

AQUIFER PUMPING TEST DATA SHEET 

PERSON RECORDING DATA 

WELL :: 371 4 I 
HYDROSTRATIGRAPHIC UNIT , tl 

ft to f" SCREENED INTERVAL 

WELL I.D. in 

DISTANCE TO PUMPING WEL ft 

STATIC WATER LEVEL 

TESTSTARTXME ,/ : 

e 

I--- 

. .. 

. .  . .  
. .  . .  

. .  - -. 



EG&G ROCKY FLATS PLAhT Manual 5-2 100- OPS 
GW.08, Rev. 0 E M R  GROUNDWATER SOP Procedure No.: 

Safety Related Eflective Date: October 29, 1991 
Category 1 Organization: ERklVhl 

Page: 33 of 43 

AQUIFER PUMPING TEST DATA SHEET 

RECORDING DATA (I .5rnI% - E G b G  DATE PERSON 

in z STATIC WATER LEVEL 2 1 Yc ft PUMPING WELL I.D. 
e pc--ss 

i 
ELAPSED TIME 

a n i t s )  (WN) 

0 , O  O d  

2 .o 2 r3 

I2'7Y 0 . 5  

. .. . ~ . 



e EG&G ROCKY FLATS PLAhT Manual 5.2100-OPS 
GW.08, Rev. 0 EWER GROUNDWATER SOP Procedure No.: 

Safety Related EfTective Date: October 29, 1991 
Category 1 Organization: ERG.WM 

Page: 33 of 43 

AQUIFER PUMPING TEST DATA SHEET 

PERSON RECORDING DATA 

WELL iY (,z& 
HYDROSTRATIGRAPHlC UNIT / (aL p- )  L 

/ 

SCREENED INTERVAL ft to ,/ ft 

/ 
STATIC WATER LEVEL PUMPING WELL I.D. in 

DISTANCE TO PUMPING W L ft 

E S T  START TIME p a 

b ' U 3 0  /3,3;P 

A '2 71 0,028 

0,ol  b 

. -- 
.. . . 



EGGrC ROCKY FLATS P L A ~ T  Manual I.2100-0PS 
E M E R  GROUNDWATER SOP Procedure No.: GW.08, Rev. 0 

Page: 33 of 43 
Safety Related EfTectlve Date: October 29, 1991 
Category 1 Organization: ERGrWM 

AQUIFER PUMPING TEST DATA SHEET 

DATE \zz \? L PERSON RECORDING DATA 

WELL :: L Z t d  
HYDROSTRATIGRAPHIC UNIT 
SCREENED INTERVAL 

STATIC WATER LEVEL in 

DISTANCE TO PUMPING WELL 

TEST START TIME 

. .  - 
. .  

. .  
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SUMMARY OF CHANGES INTENDED FOR THE PHE a 
Since Technical Memorandum No. 7 ,  Description of Models For The Public Health 

Evaluation, was issued, new information has been identified through review of data, 

literature searches, and input from various regulatory agencies. Consequently, this new 
information has resulted in changes that are included in the Public Health Evaluation (PHE). 
The following is a brief summary of these changes intended for the PHE since the issue of 

. Technical Memorandum No. 7 ,  Description of Models For The Public Health Evaluation, 

(see part 2 of this appendix). 

e Ground-Water Transport 

Ground water modeling was not done because the French Drain was assumed 
to be 100 percent effective in capturing shallow, contaminated flow. 

e Surface Water Transport 

The universal soil loss equation (USLE) was not used to estimate the 
contributions of COCs to the SID at OU1. Equation 9 of Section 3.4.1 was 
used because the contribution of COCs to the SID was simplified to be the 
ratio of the source area to the total area (clean soil and source). Thus, the 
common factors in the USLE canceled out in the mathematics. 

a October 1992 Draft 
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EXECUTIVESUMMARY 

This document provides a description of models selected to perform contaminant transport 
modeling at OU1. This work is part of the OU1 Remedial Investigation (RI) and Feasibility 

Study (FS), and results of the modeling at OU1 will be used in the public health evaluation 
(PHE) of the baseline risk assessment. 

~ The conceptual model for OU1 is based on data that have been collected at the site as part of 
Phases I, II, and III of the RI, and on data collected during ongoing sampling programs. 

The following models were selected to meet the requirements of the PKE: 

The Jury and Johnson models for soil gas transport 

The Universal Soil Loss Equation (USLE) and associated equations for surface water 
transport in overland flow to the South Interceptor Ditch (SD) 

MILDOS-AREA for atmospheric modeling to model emission from the source, 
transport in air, and deposition at the receptor locations of contaminants originating 
from OU1. MILDOS-AREA will be coupled with the plant uptake (root and foliar) 
models contained in the RESRAD code and the consumption and occupancy factors 
established in Technical Memorandum No. 6 and MILDOS-AREA simulated 
concentrations for receptor concentration estimates. 

Data required to conduct modeling for the PHE were also evaluated (Phases I,II, and 111 of 

the RI) and are considered adequate to complete modeling for the PHE. 

Model Description Document July 13, 1992 
EG&G Rocky Flats pknt 
e.\BBRFPBOA\619\0WMOD\MODeSC\881MDBX.RV3 iv 



1.0 INTRODUCTION e 
"his document provides a general description of the 881 Hillside Area, Operable Unit 1 

(OUl), at the Rocky Flats Plant (RFP) as well as a description of models selected to perform 

contaminant transport modeling for OW. The goal of the modeling activities is to simulate 

contaminant migration from source areas in soils, ground water, surface water, sediments, 

and air to potential on-site and off-site receptors. The results of the modeling will be used in 

. the PHE of the baseline risk assessment, and may also be used for the environmental 

evaluation. The PHE is being completed as part of the Phase III OU1 Remedial 

Investigation and Feasibility Study (RIrFS). 

The OUl RI/FS is part of a comprehensive, phased program of site chmcterization, 

remedial investigations, feasibility studies, and remedial/corrective actions currently in 

progress at FGP. These investigations are pursuant to the U.S. Department of Energy 

(DOE) Environmental Restoration Program (ERP), formerly known as the Comprehensive 

Environmental Assessment and Response Program (CEARP), which is a Compliance 

Agreement between DOE, the U.S. Environmental Protection Agency Region VIII (EPA) 

and the Colorado Department of Health (CDH) dated July 31, 1986, and the Federal Facility 

Agreement and Consent Order (known as the Interagency Agreement WG]). The program, 

developed by DOE, EPA, and CDH in response to these agreements, addresses Resource 

Conservation and Recovery Act (RCRA) and Comprehensive Environmental Response, 

Compensation, and Liability Act (CERCLA) issues and has been integrated with the ERP. 

In accordance with the IAG, the CERCLA terms "Remedial Investigation" and "Feasibility 

Study" in this document are considered equivalent to the RCRA terms "RCRA Facility 

Investigation" and "Corrective Measures Study," respectively (EG&G 1991b). 

a 

SeveraI transport models are described in this document. Two models that may be used to 

characterize the transport of volatile organic compounds (VOCs) from ground water into the 

Model Description Document July 13, 1992 
EG&G Rockv Fiats Phnt 

1-1 



structure of a potential on-site receptor are described in Section 3.2. These two models are 

documented in Johnson and Ettinger (1991) and Jury, Spencer, and Farmer (1983). Because 

the French drain is designed to capture shallow contaminated ground water, ground-water 

modeling is not discussed in this report. The model that may be used to simulate surface 

water transport in overland flow to the South Interceptor Ditch (SID) is the USLE and 

associated equations, described in Section 3.4. MTLDOS-AREA modeling and measured soil 
concentrations results will be coupled with the mot-zone uptake and foliar deposition models 

in Gilbert et al. (1989) to characterize uptake of contaminants in vegetation. 

1.1 Site Location and General Site Conditions 

The RFP is located in northern Jefferson County, Colorado, approximately 26 kilometers 

(km) (16 miles) northwest of Denver (Figure 1-1). Other cities in proximity to RFP include 

Boulder, Westminster, and Arvada, which are located less than ten miles to the northeast, 

east, and southeast, respectively. The plant consists of approximately 26.5 square kilometers 

(km2) (6,550 acres) of federally owned land in Sections 1 through 4 and 9 through 15 of 
T2S, R70W, 6th principal meridian. Major buildings are located within the 1.6 km2 (400 

acres) RFP security area. The security area is surrounded by a 24.9 km2 (6,150 acres) 

buffer zone. The natural environment of the RFP is directly east of the north-south trending 

Front Range and is located about 26 km (16 miles) east of the Continental Divide, at an 

elevation of approximately 1,800 meters (m) (6,000 feet [ft]) above mean sea level (msl). 

The RFP is located on a broad, eastward sloping plain of coalescing alluvial fans developed 

along the Front Range. The fans extend about 5 miles in an eastward direction from their 

origin at Coal Creek Canyon and terminate on the east at a break in slope to low rolling 

hills. The operational area at RFP is located near the eastern edge of the fans on a terrace 

between the stream-cut valleys of North Walnut Creek and Woman Creek (EG&G 1991b). 
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The OU1 area is located on the south side of the RFP security areas, is south-facing, and 

slopes towards Woman Creek, south and east of building 881. Individual Hazardous 

Substance Sites @SS) were designated high priority because of their suspected relationship 

to ground-water contamination (DOE 1987). Figure 1-2 shows the location of OU1 and the 

IHSS locations within the area. The following 12 sites are designated as IHSSs at OU1: 

e 

e 

e 

e 

e 

e 

e 

e 

e 

e 

Oil Sludge Pit Site (IHSS 102) 

Chemical Burial Site (IHSS 103) 

Liquid Dumping Site (IHSS 104) 

Out-of-service Fuel Oil Tank Sites (IHSS 105.1 and 105.2) 

Outfall Site (IHSS 106) 

881 Hillside Oil Leak Site ("SS 107) 

Multiple Solvent Spill Sites (IHSS 119.1 and 119.2) 

Radioactive Site - 800 Area Site #I (IHSS 130) 

Sanitary Waste Line Leak Site (IHSS 145) 

Building 885 Drum Storage Site (IHSS 177) 

A more detailed description of each IHSS and its type of contamination can be found in the 

Phase III RCRA Facility Investigation (RFI)/FU Work Plan (EG&G 1991b). 

A French drain was recently constructed at the site in compliance with an interim 

measurdinterim remedial action (EG&G 1991a) prepared as part of the IAG. The French 

drain is designed to capture shallow contaminated ground water migrating down the hillside 

toward Woman Creek (EG&G 1991a; EG&G 1991d), and is discussed further in Sections 

2.0 and 3.0. 
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1.2 Purpose and Scope 

The purpose of this document is to provide a description of appropriate soil gas transport, 
surface water transport, and airborne emissions models for use at OU1 that fulffl the 

requirements of the IAG (1991, Section VII.D.1.b.): 

In addition, DOE shall submit for review and approval a description of the 

fate and transport models that will be utilized, including a summary of the 

data that will be used with these models. 

The model selection process focused on models appropriate for simulating the migration of 

contaminants through the saturated zone, the transport of VOCs from the unsaturated zone 

(soil gas), sediment transport in overland flow of surface water, and the airborne transport of 

contaminants. 

This document does not describe the technical approach to be used in applying selected 

models to the site-specific conditions at OU1; that will be described in detail in the Phase III 
RX and PHE reports. The methods to be used to assess the reliability of the modeling results 

will be based, in part, on the general guidelines provided by the International Atomic Energy 

Agency (IAEA 1989). 

Modeling activity quality assurance (QA) is covered by the site wide QA plan (EG&G 

1991e). Modeling QA will include model verification (defined in Section 3.1), checks on 
calculations, and technical review of modeling methods, assumptions, results and 

interpretations. 

The selected models will be used to assess the risk to potential receptors identified in 

Technical Memorandum No. 6 (DOE 1992). Hypothetical ground water, surface water, and 
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@ 
airborne contaminant pathway:. and receptor exposure scenarios are illL .rated in Figures 1-3, 

1-4, 1-5, 1-6, and 1-7. Figure 1-3 shows potential contaminant pathwaj; and exposure 

receptors for current off-site residential scenarios. Figure 1-4 shows potential contaminant 

pathways to a future on-site commerciaVindustrial receptor. Figure 1-5 shows potential 
contaminant pathways to a future on-site ecological-reserve receptor. Each of these exposure 

scenarios is discussed in detail in Technical Memorandum No. 6 (DOE 1992). Two 

additional scenarios were added at the request of EPA and CDH and are shown in 

Figures 1-6 and 1-7. Figure 1-6 illustrates the exposure scenario for future on-site resident 

and Figure 1-7 illustrates the exposure scenario for the current on-site commerciaVindustrial 

receptor. 
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2.0 GENERAL CONCEP"? AL MODEL OF OPERABLE UNIT ONE a 
Section 2 provides a qualitative description of the conceptual model for OU1. The 

conceptual model has three main components: ground water (includes unsaturated and 

saturated zones), surface water, and air. Each component of this conceptual framework is 

discussed in  sta ail in the following subsections. 

The conceptual model for OU1 is based on data that have been collected at the site as part of 

Phases I and IX of the RI, data that were available from Phase III of the RI as of May 31, 

1992, and on data collected during ongoing sampling programs. One of the primary goals of 

the Phase III investigation was to characterize known or suspected source areas in OU1. 

Figure 2-1 depicts the sources, release mechanisms and rates, transport processes, and fate of 

contaminants to be addressed by modeling. 

2.1 Saturated and Unsaturated Zones a 
The models depicted in Figures 2-2 and 2-3 embody the general conceptual model of the 

OU1 ground-water flow system (including saturated and unsaturated zones) and 

contamination of ground water and soils with VOCs. The conceptual model of the site is 

based on field investigations conducted as part of the OU1 RVFS (Phases I, II, and III) and 

other related activities (Hun 1976; Hydro-Search, Inc. 1985; Rockwell International 1988; 

EG&G 1990a; EG&G 199Ob; EG&G 1991a; EG&G 1991b, EG&G 1992b). The conceptual 

model depicted in Figure 2-2 is not intended to encompass all of the physical and chemical 

aspects of the ground-water flow system at the site, but it is intended to show the key 

processes that are known or are suspected to occur at the site. The model shown is 

generalized to HSS 119.1 conditions because that is the location of the highest levels of 

contamination found to date in OU1. 
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The conceptual model of flow and transport in the subsurface includes both the unsaturated 

and saturated zones because of the close interrelationship between these two zones. 0 
Two distinct ground-water flow systems have been identified beneath OU1 (EG&G 1992b). 

The uppermost unit, referred to as the upper hydrostratigraphic unit (upper HSU), includes 

the Rocky Flats Alluvium, artificial fill, undisturbed and disturbed/slumped colluvial 

sediments, and valley-fill alluvium (EG&G 1992b). The lower HSU includes intact bedrock 

(Arapahoe and Laramie Formations) and disturbed/slumped bedrock. 

The majority of contamination discovered beneath OU1 is in the upper HSU (EG&G 1992b). 

For this reason, modeling activities associated with the Phase III WRFI and PHE focus on 
the upper HSU. 

Flow in the upper HSU is primarily to the south towards either the French drain or Woman 

Creek (Figure 2-2). Flow in this unit is limited by low recharge, the small permeability of 

the host sediments, and lateral heterogeneity that results from slumping (EG&G 1992b). In 

the central and eastern portions of OU1, ground water in the upper HSU occurs in 
discontinuous perched zones @G&G 1992b). Recharge occurs as infiltration of precipitation, 

as inflow from the Rocky Flats alluvium at the top of the slope of the hillside, and as leakage 

from the SID. Discharge is mainly by evapotranspiration, flow into the French drain, and, 

south of the French drain, flow into Woman Creek. Minor discharge from the upper HSU 

also occurs as vertical percolation to the lower HSU, although this flow is likely small due to 

the small hydraulic conductivity of the bedrock. 

0 

Hydraulic conductivities of the upper HSU range from 1 X 104 to 9 X lo-’ cm/sec @G&G 

1992b) indicative of sandy silt and clay sediments. Lateral discontinuities in this unit are 
caused by the juxtaposition of larger permeability materials against those of smaller 

permeability. Flow along slumprelated discontinuities in the upper HSU is thought to be 
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minimal due to: (1) the high clay content and plasticity of the sediments which enhance 
healing of discontinuities, (2) the occurrence of caliche deposits in discontinuities which 

result in the plugging and sealing of these features. 

The primary route of contaminant migration in and from the upper HSU is by volatilization 

of VOCs and with subsequent migration as a gas in the unsaturated zone. Contaminant 

migration in ground water is likely to be captured by the French drain. 

Ground-water flow in the lower HSU is generally in a southerly direction and occurs 

primarily in thin, discontinuous, silty sandstones and siltstones (EG&G 1992b). Hydraulic 

conductivities in the lower HSU range from 2.3 x 10’ to 2 X 10’ cm/sec (EG&G 1991b), 

with the majority of the materials in the lower range. Recharge to this unit is most likely 

from ground-water inflow from upgradient, offsite areas. Discharge from the lower HSU 
occurs as seepage into the upper HSU along the lower portions of the hillside below the SID 

(especially in the western portion of the site), or to Woman Creek. 

The water table (upper HSU) fluctuates due to seasonal variations in recharge and discharge. 

Water level changes on the order of several feet occur seasonally, with the highest levels 

occurring during the months of May and June. During this time quantities of precipitation 

and runoff are high and evapotranspiration is low. The lowest water levels generally occur 

during late summer, fall, and winter, when recharge is minimal. Many wells completed in 
the surficial sediments go dry during this time. 

The process by which dense chlorinated solvents and other contaminants were introduced into 

the subsurface is not completely documented; however, it is probable that small leaks and 

spills occurred at several sites in OU1 over approximately two decades. There is no 

evidence that a large, short-term spill O C C U K ~  at the site. Several small, closely spaced, 

slow leaks or spills would tend to result in relatively vertically homogeneous contamination 
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0 of the unsaturated and saturated zones. The depth of contamination would depend on the size 
and duration of the spills or leaks. The extent of such contamination would be discontinuous 

depending on the relative distance between spills or leaks. For OU1, the most contaminated 

zone is within MSS 119.1 beneath the water table in the Upper HSU. Ground-water 

SamFhg has not indicated heterogeneous contaminant distribution within this area. 

VOC contaminants in the unsaturated zone beneath the hillside could be mobilized by 

desorption, dissolution, or vaporization from contaminated soil water. Once mobilized, 

contaminants would migrate to the surface and escape into the atmosphere by volatiliition. 

The contaminants could also migrate into ground water; however, this water would 

eventually be captured by the French drain. 

The conceptual model depicted in Figures 2-2 and 2-3 does not include all the different 

contaminant sources that are known to occur at the site such as particulate radioactive 

contamination in soils. Radioactive contaminants suspected to occur in shallow soils at the 

site are plutonium, americium, and uranium (EG&G 1991b). Uranium also occurs in ground 

water at OUl (EG&G 1991b). Typically, these radionuclides are tightly bound to soil 
particles, with representative adsorption distribution coefficients for these radionuclides 

ranging from 35 to 4,500 milliliters per gram (ml/g). In relative terms, these adsorption 

distribution coefficients translate into retardation factors ranging from 150 to 19,OOO 

indicating that the radionuclides are essentially immobile (assuming a porosity of 39.9 and a 
bulk density of 1.71 g/cm3) (Freeze and Cherry 1979, p. 404, equation 9.14, and EG&G 

1992b). Therefore, migration of radionuclides through the ground-water pathway 

(considered to be negligible) was not included in Figure 2-1. Nevertheless, the selected 
transport models should have the capability to incorporate radioactive decay and aption of 

radionuclides. 

a 
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The colluvial soils beneath the site are relatively homogeneous; however, recent excavation 
for the French drain has revealed evidence of earth slumps. Characterization of slumping in 

the area is difficult because the slumps may be old and well-healed, and substantial 

modification of the land surface has O C C U K ~ ~  which obscures these features. The degree to 

which slumps and disturbed ground affect the ground-water flow system beneath the site is 

not completely known; however, interpretations of data collected thus far indicate that the 

effects are not significant with respect to contaminant migration or effectiveness of the 

French drain (EG&G 1991a and 1992b; EG&G 1991b; EG&G 1991d). 

2.2 Surface Water 

Surface water in the area of OU1 flows from west to east and may be found in the SID and 

Woman Creek, which may potentially convey contaminants into and out of OU1. Pond C-1 

(downgradient from OU1; Figure 1-2) receives stream flow from Woman Creek and 

discharge from Pond C-1 is diverted around Pond C-2 (located east of C-1) back into the 

Woman Creek channel. Runoff from the southern part of RFP is collected in the SID and 

discharged to Pond C-2. Water in Pond C-2 is treated and discharged to Woman Creek in 

accordance with the plant National Pollutant Discharge Elimination System ("DES) permit 

(discharge point 007); it is then pumped from the Woman Creek Drainage to the Broomfield 

Diversion Canal located in the Walnut Creek drainage. 

Flow in the SID and Woman Creek is intermittent, appearing and disappearing along various 

reaches. During the 1986 and 1987 investigations, there was no surface water flow observed 

in Woman Creek downstream of Pond C-2. The intermittent surface water flow observed in 

Woman Creek and the SID indicate frequent interaction with the shallow ground-water 

system. The French drain has been completed, and it is designed to capture shallow ground 

water moving toward Woman Creek (Figure 2-2). 
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Surface water flow (overland flow) may also occur during periodic precipitation and from 

roadways and parking lots in the area above OU1. Such flow is not channeled or diverted 

into storm drains and may therefore potentially affect large areas of the hillside. 

Portions of the $ID and Woman Creek within OU1 may be subject to waste loads from 

sources upstream and from nonpoint sources (external to OU1, and associated with OU1). 

Nonpoint sources are sources of contaminants that are widespread, such as an area of 

contaminated soil covering 10 or more square feet. Nonpoint source contamination is 

associated with random precipitation events. Rain or snowmelt could come in contact with a 

contaminated soil at landsurface located within an IHSS, meaning that portions of the 
contaminated soils could be transported in overland flow to the SID. Figure 2-4 shows the 

areas at OU1 above the SID that could potentially be affected by nonpoint source 

contamination from overland flow. 

The extent of airborne erosion, transport, and dispersion of contaminants is influenced by the 

predominant wind patterns, atmospheric stability, and mixing heights over and in the vicinity 

of the OU1 site. 

The general annual wind pattern (EG&G 19910, illustrated as a wind rose in Figure 2-5, 

indicates that winds blow from the north through west sectors approximately 45 percent of 
the year, with wind blowing predominantly toward the east-southeast sector 12 percent of the 

year. Outside of these sectors, the wind rose components average less than 5 percent per 
sector. The highest velocity winds blow greater than 15 meters per second (m/s), @e., 

greater than 33.5 miles per hour) and are generally from the west and west-northwest 

sectors. While lower wind speeds reduce the amount of dispersion (thus increasing the 

potential concentration of airborne contaminants), the higher velocity winds result in 
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significantly higher emission rates of contaminated soils since the erosion rate is a cubic 

function of wind speed. Although topographical conditions specific to OU1 may cause minor 

local variations in wind direction, the annual averages for direction and velocity are not 

expected to be significantly different from those for the entire RFP site. Based on this 

information, the area most impacted by atmospheric dispersion of airborne contaminants 

derived from RFP would be the quadrant southeast of RFP. 

Atmospheric stability, which affects the degree of plume dispersion, is predominantly neutral 

(Class D, 50 percent) to stable (Class E and F, 42 percent) @G&G 19910. Stable 

atmospheric conditions tend to reduce the amount of plume dispersion, and thereby increase 

the concentration of contaminants in the plume, relative to neutral or unstable atmospheric 

conditions. 

Momhg and afternoon mixing heights for the Denver area (Holzworth 1972) are an average 

of 270 m and 2,500 m, respectively, during the year. Lower mixing heights tend to confine 

plumes more than higher mixing heights, thus increasing the concentration of plume 

contaminants at the receptor locations. However, these effects are only manifested at greater 

distances from the release point. 

The general topography between OUl and potential downwind receptors is gently sloping 

terrain with moderate relief. Hills or valleys will not provide major obstacles or channels to 

the prevailing airflows. Potential off-site receptors are located at slightly lower elevations 

relative to the site. 

The site is lightly to moderately vegetated, a condition that helps reduce the effects of wind 

erosion. OU1 is covered by plants representative of tall-grass prairies, short-grass prairies, 

and foothills regions. The more steeply sloped areas of the hillside are predominantly 
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covered with grasses, while surface water drainage areas such as Woman Creek are host to 

grasses, cattails, rushes, and cottonwood trees. 

Contaminants such as metals, semi-volatile organics, and radionuclides bound to OU1 soils 
could be mobilized during periods when winds erode surficid soils. Soil gas that discharges 

to the atmosphere (if any) (Section 2.1) would be diluted to the extent that outdoor 
atmospheric concentrations near OU1 and downwind of OU1 is negligible. 

Model Description Document July 13,1992 
EG&G Rocky Flats plant 

2-13 



3.0 MODEL DESCRIPTION e 
Section 3 describes the models to be used in characterizing and predicting contaminant 

concentrations for the OU1 risk assessment. The considerations for selecting models, and 

objectives and scope of the modeling study, are also discussed. 

The term "model" refers to computer codes or a set of equations that can be used to 
represent site conditions and the transport of contaminants through soil gas, ground water, 

surface water, and air. The models incorporate site-specific data and interpretations of and 

estimates derived from site-specific data. The combination of a computer code and site- 

specific data will be referred to as a "site-specific model." 

3.1 Considerations for Model Selection 

According to Bond and Hwang (1988) and van der Heijde and Park (1986), the following 

issues should be considered when selecting models for simulating conditions at a site: (1) the 

objectives of the project, (2) the physical and chemical conditions of the site, and (3) the 

requirements for implementing the models. For the OU1 RI, the overall objective of the 

modeling is to estimate and predict concentrations of contaminants of concern (COC) for risk 
assessment purposes. 

Models selected should be capable of incorporating key contaminant transport and 

transformation processes and simulating the important domain characteristics and 

material/fluid properties. The physical and chemical conditions that need to be simulated for 

each component of OU1 (saturatedhnsaturated zones, surface water, and air) are discussed in 

detail in Sections 3.2, 3.3, 3.4, and 3.5. 
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Considerations for implementing a model include the following: (1) the availability of the 

model, (2) the degree and nature of documentation, (3) the extent of peer review of the 

model, (4) the nature of model verification and testing, and (5) the computer systems on 
which the model has been used. Verification of a model is defined as the process of 
verifying that the results of the model are numerically correct and involves an independent 

check of the calculations performed by the model. 

Five general categories were considered in selecting models for use at OU1: 

1. The selected model(s) should be able to incorporate key processes known to occur at 
the site. 

2. The selected model(s) should be able to satisfy the objectives of the study. 

3. The selected model(s) should be verified using published analytical equations. 

4. The selected model(s) should be complete and well documented, and, within reason, 
available in the public domain. 

5. The selected model(s) should be practical and cost-effective in terms of actual 
application as well as resolution of uncertainty. 

These are based on general guidance provided by EPA working groups consisting of 

nationally-recognized modeling committees (van der Heijde and Park 1986). These 

categories were used to select models for use in the OU1 RI and PHE @G&G 1991~). 

3.2 Soil Gas Transport 

The modeling activity will support and provide input to the risk assessment @HE) study. 

The overall soil gas modeling objective is to predict the transport and resulting concentrations 

of contaminants through the soil gas pathway (Figure 2-4). Such predictions will be 
formulated to provide the information necessary to perform a baseline risk assessment. Part 
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of the modeling investigation will be directed at characterizing the geotechnical suitability of 

OU1 for construction of buildings associated with future receptors. 

3.2.1 Model Descriptions - Two analytical models wiIl characterize contaminant transport 
as soil gas and predict contaminant concentrations in structures associated with the potential 

future on-site commerciaVindustrial receptor. The selection of these models was based on 

the considerations discussed in Section 3.1. 

One of the primary goals of the Phase 111 investigation was to characterize known or 

suspected source areas in OU1. At the time this model description report was prepared, 

most of the data from the Phase III investigation were available, and generally indicated that 

the contamination is located in the saturated zone. However, in the event that remaining data 

might suggest contamination in the unsaturated zone, two different soil gas transport models 

have been selected to cover both contingencies. 

@ The first model, developed by Jury, Spencer and Farmer (1983), referenced hereafter as the 

Jury model, is a one-dimensional, analytical solution of the advection-dispersion equation. 

The Jury model is applicable to areas of the unsaturated zone that are uniformly 
contaminated. The Jury model incorporates adsorption, decay, and transport in the soil gas 

phase and in water in the unsaturated zone. The Jury model’s equation for contaminant 

mass-flux at the top of a contaminated zone is: 

J,(O,t) = iC0e-& [V{ erfc [e] - erfc [ Yz]] + 

(2H + V)e’H’H+vm) { em)erfc[ (L + J4Dt (2H + V)t) ] - edC[ (2H + V)t I]] (1) 

&iF 
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where 

J, = contaminant mass flow per soil area per time (M/Lz/T) at the top of the contaminntpll zone 
and some time, t 

C, = initial, uniformly distributed contaminant concentration at the 0 (ML.9 

t = t i m e 0  

V = retarded advective velocity of a contaminant in liquid soil water (L/T) 

D = retarded diffusion coefficient of a contaminant in soil vapor and liquid soil water (L2/T) 

L = vertical length over which contamkted soil exists Q 

H = retarded transport coefficient across a stagnant air layer at the top of the contaminated zone 
of a specified thickness (Lm 

erfc = complementary error function 

Assumptions and limitations inherent in the Jury model include the following: 

Homogeneous porous media -- Transport distances in the unsaturated zone beneath 
OU1 are likely to be short, and changes in the properties of subsurface soils probably 
do not vary significantly over short distances; therefore, the impact of heterogeneity 
on soil gas transport is not likely to be significant. 

Linear equilibrium sorption -- Adsorption and desorption are assumed to be linear, 
rapid and reversible. This assumption c a ~  be used to provide conservative estimates 
of the impact of adsorption (for the purposes of risk assessment). 

* Linear equilibrium liquid-gas partitioning -- The Jury model assumes that Henry’s 
law applies to partitioning (volatilization) between the liquid and gas phases. Henry’s 
law applies to situations in which contaminant concentrations in water are relatively 
small. This is the case at OU1, according to Phase II data. Henry’s law does not 
apply to concentrated solutions or to volatilization from a pure phase of contaminant. 

Volatilization at the soil surface is controlled by stagnant-& boundary layer - The 
model does not apply to situations in which there is air flow immediately above the 
soil surface. Air flow must allow a stagnation layer to exist above the soil surface 
(interior of a structure). 
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Uniform distribution of contaminant in unsaturated soil with a constant thickness - 
The model does not apply to discontinuous or heterogeneously contaminated zones; 
however, this assumption can be used to provide consewative estimates. The Jury 
model is only applicable to the unsaturated zone. 

Advection by a steady water flux -- The model assumes that evapotranspiration and 
ground water recharge are constant. In reality, evapotranspiration and recharge vary 
according to season, but will tend toward a constant average. 

Infrnite depth of uniform soil below the depth of incorporation - The model assumes 
that gas and liquid flow are uniform and vertically oriented. This implies an infinite 
source and that edge effects are minimal, The assumption is conservative. 

The Jury model does not apply to the volatilization of organic compounds from contaminated 
water in the saturated zone. For such cases, the model of Johnson and Ettinger (1991), 

referenced hereafter as the Johnson model, can be used, which employs the following 

equation: 

where 

E 

A 

c v  

C d  

D 

L 

= contaminant transport rate (MA') through some cross-sectional area, A 

= contaminant concentration in soil gas due to volatilization from contaminated ground water 

= contaminant concentration in soil near the point at which E is to be estimated (ME3) 
cML9 

= retarded diffusion coefficient of a contaminant in soil vapor (L2/") 

= vertical distance between contaminated ground water and the point at which E is to be 
estimated (L) 

This equation is a onedimensional expression of Fick's first law. 
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In the above equation, C, is related to the concentration of a contaminant in ground water 

through Henry’s law: 

C” = CwKb (3) 

where 

C, 
& = Henry’s law constant (-). 

= contaminant concentration in ground water (MIL3) 

It should be noted that for both the Johnson and Jury models, Henry’s law constants and 

adsorption distribution coefficients (Kd) are contaminant specific. 

Equation 2 describes the diffusion of contaminants from the source to a location near the 

base of a structure (basement floor or floor slab). Darcy’s law, modified for gas flow across 

a permeable structure wall, can be used to estimate the flow of gas (air + contaminant) 

through the wall of a structure: 

where 

Q, 

4 
U 

dP 
dZ = thickness of wall 6). 

= volumetric flow of soil gas into the structure &)IT), 

= intrinsic permeability of soil (L3, 
= viscosity of the gas (MILT), 

= pressure differential across wall of structure (L), and 

Once gas enters a building, a simple mixing calculation will be applied to estimate the impact 

of ventilation of the building on contaminant concentrations within the structure. The 

Model Description Document July 13, 1992 
EG&G Rocky Flats Plant 
( P : \ E B R F P B O A ~ ~ ~ O D ~ D ~ ~ l ~ ~ . R ~  3-6 



following equation from the Johnson model will be used to compute the contaminant 

0 concentration in the mixture: 

where 

(2- 

& 

= resulting concentration in mixture (IVIL~), 

= flow rate of soil vapor into the building (L3m, 
Cd 

Qb 

= contaminant concentration in soil vapor near the building structure (M/L3), 

= Ventilation flow rate within building (L3/T), and 

C, = contaminant concentration in fresh, ventilation air (MIL3) (assumed to be zero). 

This set of equations (2 through 5) will hereafter be referred to as the Johnson model. 

The assumptions and limitations inherent in the Johnson model include the following: 0 
Transport of gas in the unsaturated zone is only by diffusion - The model does not 
account for advection of contaminants in the unsaturated zone. Pressure differentials 
associated with air (or gas) in the unsaturated zone are typically zero because air 
pressures are usually equivalent to ambient atmospheric pressures; therefore, there is 
no driving force for advective gas transport in the unsaturated zone. 

Source of contaminant gas is uniform and infinite - The Johnson model assumes that 
the source of contaminant gas is 'large enough to provide an "infinite source." The 
model also assumes that the source is located directly below the floor of the structure 
and that all gases that diffuse upward beneath the structure eventually enter the 
structure. 

. 

Structure has permeable walls - It is assumed that the structure has uniformly 
permeable walls without cracks or holes. This assumption is conservative in that 
fractures form the primary permeability of most concrete structures. 
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Advection occurs through structure walls - It is assumed that gases are transported 
through walls into a structure by advection. The model does not account for 
diffusion through structure walls. Pressure differentials through the walls of a 
structure resulting from temperature differences and ventilation drive advective 
transport near the foundation of a structure. 

Homogeneous porous media - Transport distances in the unsaturated zone beneath 
OU1 are likely to be short, and changes in the properties of subsurface soils probably 
do not vary significantly over short distances; therefore, the impact of heterogeneity 
on soil gas transport is not likely to be significant. In addition, this assumption can 
be used to provide conservative estimates. 

Linear equilibrium sorption - Adsorption and desorption are assumed to be linear, 
rapid, and reversible. For the purposes of risk assessment, this is a conservative 
assumption. 

Linear equilibrium liquid-gas partitioning - The Jury model assumes that Henry’s 
law applies to partitioning (volatilization) between the liquid and gas phases. Henry’s 
law applies to situations in which contaminant concentrations in water are relatively 
small. This is the case at OU1, according to Phase 11 data. Henry’s law does not 
apply to concentrated solutions or to volatilization from a pure phase of contaminant. 

Uniform distribution of contaminant in ground water - The model does not apply to 
discontinuous or heterogeneously contaminated zones. For OU1, contamination in 
the saturated zone is probably fairly uniform (Section 2.1). 

These two soil gas transport models will be used to simulate the migration of contaminants 

from the subsurface into potential on-site structures associated with the potential future on- 
site commercialhndustrial receptor. These models can also be used to assess the long term 
rate at which subsurface contaminant sources will diminish over time. 

3.2.2 Data Summary for Soil Gas Modeling - A summary of the data available to conduct 

the soil gas modeling is provided in Table 3-1. Most data required for soil gas modeling 

have been collected at OU1 or other locations at RFP; however, much of the data presented 

in Table 3-1 is based on data collected during the Phase I, II, and 111 characterizations. The 

Model Dewription Document July 13, 1992 
EG&G Rocky Flats Plant 
( P : \ E B R O D ~ ~ l ~ ~ . R V  3-8 



TABLE 3-1 
DATA SUMMARY FOR SOL GAS MODELING 

Parameter Units Range‘ source 
- 

Pmperties of Colluvium/Alluvium 

Porosityb 96 31.5 - 45.3 Phase m Draft 
RFI/RI Repod’ 

Bulk Density kgld 1,830 - 1,540 FD Repoff 

Fraction of Organic Carbon 96 0.001 - 2.3 Phase III Draft 
R.FI/RIReport”’ 

Water Content 

Hydraulic Conductivity 

Intrinsic Permeability 

96 dry 6.8 - 8.3 FD Rep& 
weight 

C d S e C  9x10’ - 1x104 Phase III Draft 
RFIRI Repod 

cm2 8.23~10” - 9.14~104 Phase m Work 
RFIRI Rewrt“ 

Environmental Properties 

Koffef Relative Humidity 96 50 - 36 

Evapotranspiration Rate d h Y  5 . 5 9 ~ 1 0 ~  - 6.71~104 Koffef 

On-Site Building Characteristics 

Building Under- Pressurization g.m2/2 1-300  Johnson‘ 

Ventilation 
Rate 

cm3/s 2800 United 
Nations‘ 

Properties for Tetrachloroethylene (PCE) 

Ground-Water Concentration C(g5 NDb - 5,700 Phase III Draft 
RFIRI Repod 

Mass 0; Contaminant in Soil or g/m3 - Phase Ill RVFS 
Grow& =Water (unavailable) 

Area of Contamination (within IHSS) m2 - 
Saturated Vapor Density 

Solubility 
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g/m3 6,780’ Montgomery and 

g/m3 150 - 400 Montgomery and 

Welkomi 

wekomi 
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TABLE 3-1 (cont’d) 
DATA SUMMARY FOR SOIL GAS MODELING 

Parameter Units Range’ source 

Henry’s Law Constant - 0.117 - 0.625 Montgomery and 
Welkod 

Adsorption Distribution Coefficient m3/kg 0.133 - 0.425 Phase 111 Draft 
(Saturated Zone) R F I N  Reportb 

Biodegradation Rate day-’ - - 
Molecular Diffusion Coefficient in cm2/sec 7 . 6 0 ~ 1 0 ~  Lyman’ 
Air 

Molecular Diffusion Coefficient in cm2/sec 8 . 6 9 ~  1 od 
Water 

Lyman’ 

Range of observed values, typically from Phase I, II, and 111 reports 
EG&G (1992b) 
EG&G (1991d) 
Interpreted from Hydraulic Conductivities presented in the Phase ID Draft RFIRS Report (EG&G 1992b) 
and known properties of pure water. 
Koffer (1989). 
Johnson and Ettinger (1991). 
Interpreted from typical dimensions o f  a house given by the United Nations (1988). 
unitless, not detected, no data, or no information source. 
Only one value obtained from Montgomery and Welkom (1990). 
Montgomery and Welkom (1990). 
Verschueren (1983). 
Lyman et al. (1982); calculated using the FSG method (Lyman et al. 1982). Note that the diffusion 
coefficients depend on both material and fluid properties. 
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interim 1990/91 chemical data set (unpublished) provides additional data on 

potentialcontaminants and their concentrations. These data will be used to select the subset 

of COCs for modeling. 

Many of the parameters listed in Table 3-1 should not be regarded as site specific at this 
time. In particular, those parameters associated with PCE (tetrachloroethylene) are not site 

specific. Each COC will have its own set of such parameters. Site-specific parameters for 

each COC will be developed after the COC list is finalized. The data summary for PCE is 

included as an example of data requirements and availability for a typical contaminant. 

As stated in Section 1.2, this Technical Memorandum is not intended to describe the methods 

by which the modeling will be performed. A description of the methods to be used in 
applying the models will be described in detail in the Phase III RI and PHE reports. 

3.3 Ground Water Transport 

For the OU1, the construction and operation of the French drain simplifies the ground water 

flow system beneath the site by reducing ground water travel times and distances. Ground- 

water modeling will not be performed because the ground-water pathway has not been 

associated with any potential receptors (Figure 2-1). 

3.4 Surface Water 

The purpose of the surface water transport modeling is to estimate the potential concentration 

of contaminants in the SID caused by future erosion of surface soils in OU1. This modeling 

will also be used to support evaluations of the SID. Sediment within the SID was sampled 

and chemical analysis performed as part of the Phase I and Phase 11 RI (Rockwell 
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International 1988). These data are probably indicative of contamination from the 903 Pad 

Area (EG&G 1991b). 

The potential for future transport of contaminants from OU1 by surface water erosion can be 
evaluated using empirical mathematical models. Because of the dispersed nature of drainage 

patterns associated with overland flow, nonpoint sources associated with overland flow are 

very difficult to monitor using conventional methods. Since monitoring of nonpoint sources 

is often unfeasible, procedures have been developed and tested to calculate nonpoint source 

loads (EPA 1985). Nonpoint source models consist of equations to predict surface water 

runoff supplemented with methods to calculate sediment movement. Combined, the two 
components describe contaminant transport associated with overland flow and nonpoint 

sources. The equations descrik total contaminant concentrations in overland flow 

(dissolved, adsorbed and solid components), and total contaminant mass loading to the SID. 

In the case of OU1, surficial erosion by overland flow is a potential source for contaminants 

in the SID. Other sources include upstream sources and deposition from the atmosphere. 

3.4.1 Model Description - Based on the above considerations and those outlined in Section 

3.1, a set of equations has been selected for estimating nonpoint source loading from OU1. 

The fust equation is known as the USLE. This empirical equation was developed to predict 

soil loss due to sheet and rill surface water flow (overland flow) (Wischmeier and Smith 

1978). The USLE has been evaluated for a wide range of conditions and contaminants that 
are transported on eroded soil (EPA 1985). The USLE equation is: 

A = RKLC 

where 
A = sitespecific rate of soil loss (M/L*/T) 
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R = rainfall/nmoff erosivity factor (-) 

K = soil erodibilityfactor (-) 

L = length-slope factor (-) 

C = cover/management factor (-) 

The soil loss per unit area, A, may be computed for a single storm or on an annual average 

basis. For OU1, the USLE will be used to estimate the long-term (annual) average soil loss 

rate. This time period is considered representative of average erosion rates for the site. 

The rainfall factor, R, is a measure of the erosive energy of a storm. R is given by the 

equation: 

R = -  E b  
100 

Q 

where 

E = 

Is0 = 

Total kinetic energy (E) of a storm (LM/L2), and 

Maximum 30 minute intensity of the storm (LA'). 

An approximation of the average annual R factor uses the 2-year, &hour storm (Barfield et 

al. 1981). 

The soil erodibility factor, K, is an experimentally derived coefficient for a specified soil. K 
is measured on a unit plot of soil defined as 72.6 ft in length and having a 9 percent slope 

gradient in uniformly smoothly tilled plot of soil. For situations where experimental plot 

data are not available, a nomograph can be used that utilizes soil structure, textural 

parameters, and percent organic matter w i e l d  et al. 1981). The USDA Soil Conservation 

Service (SCS) has developed K values as a function of soil texture in the vicinity of OU1 

(Price and Amen 1983). 
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The length-slope factor, L, is the ratio of soil loss from the average field length and slope to 

that from a 72.6 ft long, 9 percent slope under otherwise identical conditions. It is defined 

as the distance from the point of origin of overland flow to the point that the slope decreases 

such that deposition occurs or until the flow enters a defined channel. Wichmeier and Smith 

(1978) proposed that the L factor could be given by: 

L = (0.045x)b(65.41sin2(B) + 4.56sin(B) + 0.065) 

where 
x = slopelength(L,meters) 

8 = slope inclinationin degrees 

b = 0.2 - 0.5, depending on x (-) 

This equation is valid for x 5 100 m and 8 5 10.2 degrees (Wichmeier and Smith 1978). 

Using this equation and various values for the parameters, a nomograph for L has been 

developed by the SCS. 

The cover/rnanagement factor, C, is the ratio of soil loss from an area with specified cover 

and management to that from an identical area in tilled, continuous fallow. This factor 

adjusts the estimated surface soil losses to account for the effects of vegetation, residues, 

modifications to soil surfaces (grading, terracing, etc.), and management factors (such as 

roads or contouring of slopes). 

To account for mixing of uncontaminated and contaminated soils in the SID, the following 

equation can be applied: 
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0 where 
C, = concentration of contaminant in soil entering the SID (MIM of soil) 

C, = concentration of contaminated (source) soil (M/M of soil) 

A, = surfaceareaofsourcesoil(L2) 

4 = nufaceareaofcleansoil(L2) 

Total contaminant-mass loading to the SID can be estimated using the rate obtained from the 

USLE by: 

M, = AA,C, 

where 

M, = Mass of contaminant loading to SID per unit time (Mrr) 

Equations 6 through 10 will be used to estimate contaminant loadings and concentrations in 

the SID. The assumptions and limitations inherent in these equations include the following: 

Homogeneous soil properties - The methodology.described in this section cannot be 
used to account for heterogeneous soil conditions (includes soil type and erodibility). 
This assumption can be used to provide conservative estimates. 

Homogeneous covedmanagement conditions - The assumption can be used to 
provide conservative estimates. 

Uniform slopes - The methodology described in this section assumes that slopes 
have uniform inclination and lengths. Topographic maps of OU1 do not indicate 
drastic changes in slopes. 

Uniform storm events - The methodology described in this section assumes that 
storms are uniform in intensity, duration, and areal extent. The small size of the 
hillside suggests that this assumption is appropriate. 

3.4.2 Data Summary for Surface-Water Modeling - A summary of the data available for 

conducting surface water modeling is provided in Table 3-2. Sufficient data required for this 
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TABLE 3-2 
DATA SUMMARY FOR SURFACEWATER MODELING 

Parameter Units Range' Source 

Extent of 881 Hillside m2 147,700 Phase 111 Work 
that Affects SID Planb 
(Figure 2-4) 

- C Phase III RFI/ Extent of Contaminated m2 
soils RI data 

Contaminant m g k  I- Phase III RFI/ 
Concentrations in OU-1 RI data 
Soils 

Soil Erodibility Factor --- 0.28 - 0.43 sCS Soil Surveyd 

CoverIManag emen t -- 0.01 - 0.36 Phase ID Work 
Factor Plan; scs soil 

Length-Slope Factor --- 0.6-8.0 W i e l d  et al.' 

Rainfall Factor --- 20-100 Site-Wide Climate 

Survey 

Dataf 

' Range of observed values, typically from Phase I, II, and III reports. of other OU-1 hvestigations. 
EG&G (1991b). 
unitless, not detected or no data available. 
Price and Amen (1983). 

Unpublished. 
e Barlield et al. (1981). 
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modeling have been collected at OU1 or other locations at RFP. In addition to the Phase III 

data, the unpublished data set collected during 1990 and 1991 provides a suite of potential 

contaminants and their concentrations. These data will be used to select the subset of COCs 

to be modeled. 

Contaminant concentrations and areal extent of source areas will be estimated when the 

COCs for OU1 have been finalized. Furthermore, each COC may be associated with a 

specific area. 

The ranges of data values presented in Table 3-2 are not intended to be fixed upper and 

lower limits on the possible values to be used in the modeling effort. The ranges presented 

convey what is known of the variability in parameter values and possible limits on values to 

be used in the models. 

As stated in Section 1.2, this report is not intended to describe the methods by which the 

modeling will be performed. The methods to be used in applying the models will be 
described in detail in the Phase III RI and PHE reports. 

0 

3.5 Atmospheric Transport 

The objective of the proposed air modeling is to provide estimates of emissions, dispersion, 

surface deposition, and fate of contaminants released from OU1. Based on these actions, an 

exposure assessment for airborne pollutants can be developed. The scope of this effort 
includes modeling both near-field (on-site) and far-field (off-site) scenarios. Far-field models 

are more complex and include most of the requirements of near-field models, with the 

addition of transport, dispersion and deposition of contaminants; therefore, only far-field 

models are discussed in the following sections. 
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The major issues to be addressed in modeling exposure pathways from OU1 emissions 

include the following: 

Source and extent of contamination at OUl 

Release mechanisms from the contaminated area (e.g., wind erosion of contaminated 
particulates from the soil surface; migration and volatilization of subsurface VOCs) 

Transport (atmospheric dispersion, particulate deposition and plume depletion) of 
contaminants from emission point to receptor location 

Airborne concentration, deposition, resuspension and long-term accumulation of 
contaminants at the exposure point 

Receptor exposures routes 

These issues are presented schematically as conceptual pathways in Figure 3-1 and discussed 

in detail in Section 3.5.1. 

The models used will be capable of simulating conditions at the source, transport from 

source and receptor locations, and conditions at the receptor location. 

Conditions at the source requiring simulation include the following: 

Emission state @e., gaseous or particulate) 

Emission characteristics (Le., decay, concentration, and instantaneous, continuous or 
variable rate of pollutant emission) 

Source type (Le, ground-level area source) 

Conditions between the source and the receptor (intermediate zone) are the most important 
factors affecting receptor concentrations. This component of the model is the most 

susceptible to error. The site characteristics requiring simulation include the following: 
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Meteorological conditions (Le., wind speed and direction, stability, miXing depth, 
and variations of these parameters with time) 

Dispersion assumptions (Le., Gaussian) 

Special conditions (Le., deposition, chemical transformation, buoyancy, or 
aerodynamic downwash) 

Time domain (Le., short-term such as hourly or daily, or long-term simulations) 

Terrain characteristics (Le., flat, rolling, or complex topography) 

The following conditions at the receptor location must also be adequately represented by the 

model: 

Height (Le., ground level receptor) 

Location (Le., distance and direction of receptor) 

Exposure pathways (Le., inhalation, ingestion, and/or external exposure dose factors; 
environmental transfer factors) 

Occupancy factors (i.e., continuous or part-time, shielding factors) 

Consumption or usage (i.e., inhaled volume, quantity ingested) 

a 

3.5.1 Model Descriptions - Several air dispersion models were reviewed to determine their 

applicability to conditions at OU1. These included the computer codes ISCLT, AIRDOS- 

EPA, FDM, and MILDOS-AREA. Of these codes, MILDOS-AREA was selected for 

reasons detailed below. 

The MILDOS-AREA code (Yuan et al. 1989) will be used to model emissions from the 

source, transport in air, and deposition at the receptor locations of contaminants originating 

from OU1. This code has been used extensively by the U.S. Nuclear Regulatory 
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Commission to assess impacts to the public of aeolic (wind) erosion of particulates and radon 

from uranium mill tailings piles. The results of the code compare favorably to the results 

obtained in similar cases using AIRDOS-EPA. Due to limitations in the type of 

contaminants MILDOS-AREA can handle, it will be used only to determine con taminant 

concewm'um at the receptor location. Once the concentrations at the receptor locations are 

calculated, near-field models will apply. The plant uptake (root and foliar) models contained 

in the RESRAD code (Gilbert et al. 1989), coupled with the consumption and occupancy 

factors established in Technical Memorandum No. 6 (DOE 1992), will be applied using the 

output of the MILDOS-AREA code. Once the intake of contaminants has been estimated, 

the potential health effects will be calculated using potency slope factors for carcinogens and 

reference doses for noncarcinogens. The use of these models is described in more detail 

below. 

Most emissions from OU-1 will result from wind erosion of the contaminated soil and will be 

in the form of airborne particulates of various dimensions. Most wind erosion particulate 

emission models are cubic functions of average wind speed and consider vegetated cover 

fractions, threshold wind speeds, and surface roughness. The MILDOS-AREA code 

incorporates particulate emission models coupled to the joint frequency distributions of wind 

speed, direction, and stability. The algorithm in MILDOS-AREA was developed for 

emissions from uranium mill tailings and allows the user to input the anticipated particle size 
distribution. The code also allows the input of constant emission rates and can handle a 
number of sources simultaneously (not necessarily collocated). In addition, MILDOS-AREA 

allows the input of gaseous contaminants (e.g., radon gas). Due to the original purpose of 

the code, MILDOS-AREA assumes unvegetated surfaces (Le., uncovered mill tailings piles); 

therefore, a correction factor to account for the vegetated fraction of land surface will be 
applied to the results (1-V, where V is the fraction of soil covered by vegetation). This 

correction will provide a more realistic estimate of actual emissions (Cowherd et. al 1984). 

0 
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Emissions from OU1 will occur over a relatively long time frame. Therefore, MILDOS- 

AREA, which is a long-term dispersion model using annual average meteorology, is the most 

appropriate for use at the site. The transport section of the code consists of the standard 

Gaussian model (as found in most airborne dispersion codes, including ISC, FDM and 

AIRDOS-EPA), and can adequately treat long-term dispersion from OU-1. In addition, the 

algorithm coupling winddependent particulate emissions with particulate dispersion is 

particularly advantageous since it reduces the amount of input required and provides a more 

realistic description of an actual physical phenomenon. MILDOS-AREA treats irregularly 

shaped contaminated areas with different contaminant soil concentrations by using finite 

element integration and/or multiple area sources. Also, MILDOS-AREA allows the user to 

enter the receptor elevation relative to the release point, thus providing a simple treatment to 

differences in elevation between source and receptor which are valid so long as no major 

obstructions are encountered in between. 

Since emissions from OU1 may occur over many years, it is important that the model 

selected be capable of computing the long-term integrated deposition/depletion of 

contaminants at the receptor location as well as resuspension of previously deposited 

contamination. The model must also be capable of calculating the different deposition and 

plume depletion rates for each particle size class. Different time steps can be input to 

MILDOS-AREA, which then computes the long-term accumulation and resuspension of 

contaminants at the receptor location. In addition, the code is capable of computing the 

deposition rates of each particle-size class individually (for nonreactive gaseous compounds, 

this deposition rate is zero). 

Once the airborne contaminants have been transported to and deposited at the receptor 

location, potential human exposure to these contaminants occurs primarily through inhalation, 

ingestion, and external exposure pathways. MILDOS-AREA is capable of calculating 

radiological impacts to individuals through inhalation, ingestion, and external exposure. The 
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m n t  capabilities of the code are limited to natural uranium and its daughters. Therefore, 

exposure to individuals at risk will be calculated by multiplying the concentrations in air and 

soil obtained with MILDOS-AREA (other contaminants scaled to uranium-238 

concentrations) by contaminant- and pathway-specific environmental transport factors (Gilbert 

et al. 1989). Soil contamination input as picoCuries per gram can be converted to 

micrograms per gram or milligrams per gram for non-radionuclides by interpreting output 

concentrations in units of micrograms or milligrams, respectively, per cubic meter (in air) or 
per square meter (on surface) at the receptor location. 

Contaminant concentrations in vegetation may be affected by root zone uptake and by foliar 

deposition. In modeling root-zone uptake by vegetation, a root zone of 90 cm will be 
assumed, and the surface concentrations will be redistributed in the top 15 cm of the soil 

layer by assuming the soil is plowed (Gilbert et al. 1989). In addition to the root-zone 

model, the foliar deposition model in Gilbert et al. (1989) will be used. Used together, the 

models will allow contaminm. -ancentrations in vegetation to be estimated. 

The concentrations in air, soil, and food will then be multiplied by consumption/occupancy 

factors outlined in Technical Memorandum No. 6 (DOE 1992). This will be accomplished in 
a spreadsheet format for each airborne contaminant. The risk from direct or indirect contact 

with airborne contaminants will be estimated using the methodology described in the Risk 
Assessment Guidance for Superfund (RAGS). 

The assumptions and limitations inherent in MILDOS-AREA include the following: 

Homogeneous surface soil contaminant concentrations - While MILDOS-AREA is 
capable of modeling a number of sub-areas with different soil concentrations, such 
divisions require significantly more time to implement. At distances greater than 10 
times the largest dimensions of the site, use of a weighted average concentration will 
result in the same concentrations at the receptor locations as would the use of 
subareas with different concentrations. 

Gaussian Dispersion - All the limitations inherent in the Gaussian dispersion model 
apply to MILDOS-AREA. Studies have shown that, for relatively simple terrains, 
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Gaussian dispersion predicts concentrations within a factor of two of the actual 
concentrations, particularly over long time periods. Topographic maps of OU1 show 
do not indicate drastic changes in slopes such as large valleys or hills between source 
and receptor. 

Discrete Particle Sizes - MILDOS-AREA assumes that suspendible particles, which in 
nature are distributed in a continuous spectrum of sizes, can be grouped into one or 
more discrete groups represented by the Aerosol Mean Aerodynamic Diameter 
(AMAD) for each group. This assumption affects the resuspension and deposition 
models of the code. While the number of groups that can be used is limited to four, 
the field data will typically include only two discrete particle size distributions total 
suspended particulates (TSP and PM-10). Therefore, the model will adequately 
represent the available field data. 

Vegetated Cover Fraction - MILDOS-AREA assumes that the entire contaminated 
surface is bare. This assumption is corrected by multiplying the results by (1-VF) 
where VF is the vegetated cover fraction. This assumption may still lead to 
conservative (Le., overpredictive) concentrations depending on the height of the 
vegetation. Since mostly grasses and shrubs, rather than tall trees, cover parts of the 
site, this assumption will not be overly conservative. 

Soil Moisture - MILDOS-AREA assumes that the contaminated soil is dry. This 
assumption is conservative since contaminated dust will be generated in greater 
amounts from dry soils, rather than wet soils. Since the code was developed for 
Western mill tailings sites near Colorado with similar climates, no significant impacts 
from this assumption are anticipated. 

3.5.2 Data Summary for Atmospheric Emission, Transport and Fate Modeling - 
Specific data requirements for airborne transport models may be grouped into the following 
general categories: 

Soil/contaminant characteristics (soil concentration, particle size, distribution) 

Source characteristics (vegetated fraction, size, shape) 

Topography (elevation between source and receptor) 
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Meteorological data (wind speedldirection, stability, mixing heights) 

Receptor characteristics (distance from source) 

Table 3-3 summarizes the atmospheric model data needs for each of these categories. This 

list is limited to the parameters needed to run MILDOS-AREA, since many of these 

parameters will be site-specific. All other parameters used in subsequent calculations have 

already been discussed elsewhere (Technical Memorandum No. 6) or will not be site- 

specific. 

Site-specific soil parameters such as particle size and distribution, if not available from 

characterization activities, will be input as code defaults for uranium mill tailing piles. The 

concentrations of each contaminant of concern in the soil may be obtained from results of the 

Phase III RI. 

Source characteristics such as areal dimensions and shape will be obtained from maps 

indicating the OUl boundaries (e.g., Figure 1 in Technical Memorandum No. 5, EG&G 

1992). The areal fraction covered by vegetation or construction (Le., buildings, roads, etc.) 

will be estimated by visual inspection. 

Differences in elevation between source and receptor, as well as distances between the two, 

will be obtained by inspection of topographic maps. The distance to the nearest residences in 

the prevailing downwind directions will be used since these locations will potentially receive 

the highest contaminant concentrations. 

The most current annual meteorologic data set available for the plant (1990) will be input to 

the code. Since the releases will occur at ground level, only measurements taken at a height 

of 10 meters or less will be used. Only limited wind data specific to OUl have been 

collected, but the data collected from the on-site RFP meteorological tower are considered to 
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TABLE 3-3 
DATA SUMMARY FOR AIRBORNE EMISSION AND TRANSPORT MODELING 

PaKUIleter Units Value/Ranee source 

Joint frequency distribution 
of atmospheric stability class 
(A, B, C, D, E ,  F), wind 
SP& (1-3, 4-6, 7-10, 11- 
16, 17-21, >21 knots), and ’ 
wind direction (16 sectors) 

Mean annual morning and 
afternoon mixing heights 

Particle size (AMAD) 

Particle size distribution 

Activity distribution ratio 
(activity concentration in 
respirable particles to 
activity concentration in all 
particles) 

Soil concentration (total of 
both respirable and 
transportable particulates) 

pCi/g“ 

576 values; each is greater 
than zero but less than one; 
total approximately one 

268 (morning) 
2543 (afternoon) 

1-10, respirable 
10-80, transportable 

0-1 (1-10 pm) 
0-1 (10-80 pm) 
Sum equal to 1 

1-2.5 

RFP Site 
Environmental 
Report for 1990, 

Appendix C Tablesb 
RFP-ENV-90, 

Data for Denver, 
Colorado, from 
Holzworth (1 972)” 

Code default used 
for mill tailings piles 

Phase III RI 

Engineering 
judgement 

Phase III RI 
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TABLE 3-3 (cont'd) 
DATA SUMMARY MIR AIRBORNE EMISSION AND TRANSPORT MODELING 

Parameter Units ValueJRange source 

Contaminated area m, m2 -400 (m, E-W) x OU1 boundaries 
(dimensions and surface -200 (m, N-S) = converted to 
area) 80,ooo" rectangular area 

Receptor location, elevation x coord. 14 km distance; 1.5 m Distance from OU1 
to site boundaries or above source, distance from (E-W), km elevation 

source y coord. nearest residents in 
(N-9, km prevailing wind 
z coord. directions; height of 
(Elev). m breathing zone 

- = Unitless/no data available. 
EG&G (1991f). 
Holzworth (1972). 
Soil contamination input as pCi/g can be converted to pglg or mglg for non-radionuclides by interpreting 
output concentrations in units of pg or mg, respectively, per Id (in air) or per m2 (on surface) at the 
receptor location. 
Approximate dimensions of OU1 boundary and surface area. 
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be representative of conditions encountered at OU1. Since no site-specific data exist for 

average mixing heights at RFP, annual average mixing heights recorded for the Denver area 

will be input. Due to their low sensitivity in the dispersion calculations and low spatial 

variability, these are expected to be representative of conditions at OU1. As stated in 
Section 1.2, this report is not intended to describe the methods by which the modeling will 

be performed. A description of the methods to be used in applying the models will be 
described in detail in the Phase III RI and PHE reports. 
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4.0 SUMMARY a 
In order to model the fate and transport of contaminants at OU1, several models have been 

evaluated for their applicability in the unsaturated zone, ground water, surface water, and 

air. Model selection was based on the following five general categories: 

1. The selected model(s) should be able to adequately simulate site conditions. 

2. The selected model(s) should be able to satisfy the objectives of the study. 

3. The selected model(s) should be verified and reasonably well field-tested. 

4. The selected model(s) should be well documented, peer-reviewed, and available. 

5. The selected model(s) should be practical and cost-effective. 

The following models were selected to meet the requirements of the PHE and are described 

in Section 3 of this document: 

0 
The Jury and Johnson models for soil gas transport 

The USLE and associated equations for surface water transport in overland flow to 
the SID 

MILDOS-AREA for atmospheric modeling to model emission from the source, 
transport in air, and deposition at the receptor locations of contaminants originating 
from OU1. MILDOS-AREA will be coupled with the plant uptake (root and foliar) 
models contained in the RESRAD code (Gilbert et al. 1989) and the consumption and 
occupancy factors established in Technical Memorandum No. 6 (DOE 1992) and 
MILDOS-AREA simulated concentrations for receptor concentration estimates. 

Data required to conduct modeling for the PHE were evaluated. Much of the available data 
will be obtained from investigations that occurred prior to the Phase III FU. Phase III data 

will be used to select COCs and to characterize source areas associated with OU1. 
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1.0 DATA SUMMARY FOR SOIL GAS MODELING 

A data summary of soil-gas modeling parameters is listed in Table 1-1. The ranges of 

data values presented in Table 1-1 are not intended to be fixed upper and lower limits on the 

possible values to be used in the modeling effort. The ranges presented convey what is known 

of the variability in parameter values and possible limits on values to be used in the models. 

2.0 ESTIMATED SOIL GAS MODELING PARAMETERS 

Several chemical and material property parameters necessary for soil-gas modekg were 

These parameters and their estimation method are estimated, using published equations. 

discussed below. 

2.1 Chemical Parameters 

Molecular diffusion is the net transport of a molecule in a liquid or gas medium as a 

result of intermolecular collision. This process is driven by pressure, temperature, and 

concentration gradients. Diffusion rates are dependent on the chemical constituent and the 

medium the chemical is moving through (Lyman et al. 1990). In general, molecular diffusion 

is important when pore-water velocities are less than 2.5 x 10-4 cm/sec in saturated flow 

(Lyman et al. 1990). An average pore-water velocity in the colluvium (saturated) at 

OU1 is approximately 1.5 x lW cm/sec (assuming a hydraulic conductivity of 2.15 X lo4 

cm/sec, a hydraulic gradient of 0.14 and an effective porosity of 0.2). 

It is apparent that consideration of molecular diffusion is necessary for evaluating soil-gas 

concentrations at OU1. The analysis in unsaturated soils, however, is more complicated. For 

unsaturated soils, liquid-phase and gas-phase diffusion, as well as diffusion along the water& 

and water-solid interfaces, contribute to dispersion. To account for these 
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TABLE 1-1 
DATA SUMMARY FOR SOIL-GAS MODELING 

Total Porosityb 

Bulk Density 

ProDerties of Colluvium/AIluvium 

4% 44 - 30 

kg/d 1,925 - 1,452 

Fraction of Organic Carbon 0.001 - 2.3 
I I 
I I 

Water Content 4% dry weight 28.3 - 6.8 

Hydraulic Conductivity I C d s e c  I 1.0 x io* - 9.0 x 107 

Intrinsic Permeability cm2 9.14 X 10-9- 
Intrinsic Permeability 8.23 X 1 0 8  

cm2 9.14 X 10-9- 
8.23 X 1 0 8  

FD Reportc 

FD Rep0I-V 

Environmental Properties 

Relative Humidity 96 50 - 36 Koffef 

Evapotranspiration Rate d h Y  5.59 x 103 - Koffer’ 
6.71 X 10-4 

On-Site Buildinz characteristics 

Building Under- Pressurization g.m2/s2 1 - 3 0 0  J 0 h l . P  

Ventilation Rate cm31s 2800 United 
Nation$‘ 
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TAB 
DATA SUMMARY F01 

E 1-1 
SOILGAS MODELING 

I Properties for Carbon Tetrachloride 

Ground-Water Concentration I Phase III Draft 
(RFIm' 0.2u - 4,500 

Phase m 
RIRS 

(unavailable) 

Mass of Contaminant in Soil or Ground 
Water g/m3 

I Phase III 
RllFS 

(unavailable) 
1  rea of Contamination (within MSS) m2 - 

6,290 - 5,500 

1,160 - 757 

I Montgomery 
and Welkod 
Verschueren' I saturated 

I Montgomery 
and Welkod 
Verschuereak 

g/m3 Solubility 

Henry's Law Constant 

Organic Carbon Partition Coefficient 

Absorption Distribution Coefficient 
(Saturated Zone) 

Montgomery 
and Welkod 

Peterson et 4 . P  

Montgomery 
and Welkod 
Kanega and 

Gorinp 

Typical Range" 

0.94 

2.35 - 2.62 

1.1 x 10-6 - 1.0 x 1 0 2  

8.18 X lo2 
9.34 x 106 

cm2/sec Lvman' Molecular Diffusion Coefficient in Air 

Lyman' cm2/sec 

Properties for Chloroform 

Ground-Water Concentration 0.1u - 700u 

Phase m 
RIFS 

(unavailable) I g'd I Mass of Contaminant in Soil or Ground 
Water 

3 



TABLE 1-1 
DATA SUMMARY FOR SOIL-GAS MODELING 

Are0 of Contamination (within IHSS) 

Solubility 9,600 - 7,222 

Henry's Law Constant 

I Properties for 1,l DichloFoethene 
~ 

Ground-Water Concentration 

Mass of Contaminant in Soil or Ground 
Water 

Area of Contamination (within IHSS) 

Saturated Vapor Density 

Henry's Law Constant 

g/m3 

m2 

October 1992 Dmtl 
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0.2u - 18,Ooo 

3,960 

5,ooO - 273 

0.859 - 0.614 

Phase m 
RVPS 

(unavailable) 

Montgomery 
and Welkod 

Montgomery 
and Welkod 
Verschwred 

Montgomery 
and Welkod 

Montgomery 
and Welkod 

Typical Range" 

Lyman' 

Lyman' 

Phase m Draft 
WIN 
Reporyr) 

Phase m 
RIFS 

(unavailable) 

Phase III 
R IFS  

(unavailable) 

and Welkomi 
M w w = Y  

~ ~~ 

Montgomery 
and Welkod 

Montgomery 
and Welkod 



T, 
DATA SUMMARY F 

LBLE 1-1 
3R SOIEGAS MODELING 

Organic Carbon Partition Coefficient I 1% (mL/g) 1.81 Montgomery I and Welkod 

Typical Range" 
mug 6.5 x 1 0 7 -  1.5 x 103 Absorption Distribution Coefficient 

(Saturated Zone) 

Molecular Diffusion Coefficient in Air cm2/sec 9.36 x 10' Lymen' 

Molecular Diffusion Coefficient in cm2/sec i.iox 1 0 5  Lyman' 
Water 

properties for total 1,2 Dichloroethene 

Ground-Water Concentration 

Mass of Contaminant in Soil or Ground 
Water 

Area of Contamination (within IHSS) m2 

Saturated Vapor Density gtm3 

Solubility g/m3 

Henry's Law Constant - 

Organic Carbon Partition Coefficient 

Absorption Distribution Coefficient m u 3  

log (mL/g) 

(Saturated Zone) 

Molecular Diffusion Coefficient in Air cm2/sec 

Molecular Diffusion Coefficient in cm2/sec 
Water 

5 

5.0U - 14,000 

- 

- 

3,960 - 3,340 

6,300 - 600 

0.294 - 0.218 

1.77 

5.9 x 107 - 1.4 x 1 0 3  

9.36 x lo2 
~ 

1.10 x 105 

Phase m 
RIlFS 

(unavailable) 

Phase rn 
RIlFS 

(unavailable) 

Montgomery 
and Welkod 
VerschuerenL 

Montgomery 
and Welkod 
Verschuerenk 

Montgomery 
and Welkod 

Montgomery 
and Welkod 

Typical Range" 

Lvman' 

Lyman' 



TABLE 1-1 
DATA SUMMARY FOR SOLGAS MODELING 

Ground-Water Concentration 

Mass of Contaminant in Soil or Ground 
Water 

Area of Contamination (within MSS) 

I ProDerties for Methvlene Chloride 

Phase 111 Draft 
c(gL 0.04U - 6,000 (RFIrn 

ReporP) 

g/m3 RIIFS 
Phase 111 

(unavailable) 

Phase III 

(unavailable) 
m2 - RIlFS 

Ground-Water Concentration 5.OU - 14,000 

Mass of Contaminant in Soil or Ground 
Water 

~~ ~~~~~ 

Area of Contamination (within MSS) 

Saturated Vapor Density 

Solubility 

Henry's Law Constant 

m2 

glm3 6,780' 

400 - 150 
~ 

0.11 - 0.082 

Organic Carbon Partition Coefficient log ( m u )  0.94 

Absorption Distribution Coefficient mwg 8.7 X lo-' - 2.0 X 1W 
(Saturated Zone) 

Molecular Diffusion Coefficient in Air cm2/sec 1.05 X lo2 

Molecular Diffusion Coefficient in cm2Jsec 1.23 x 106 
Water 

Phase 111 Draft 
(RFInu 
Reports) 

Phase m 
RIPS 

(unavailable) 
~ ~~ 

wasem 
RIlFS 

(unavailable) 

Montgomery 
and Welkod 

Montgomery 
and Welkod 
Verschueren' 

Montgomery 
and Welkod 

Montgomery 
and Welkod 

Estimated 

Lyman' 

October 1992 Dmft 
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TABLE 1-1 
DATA SUMMARY FOR SOILGAS MODELING 

Ground-Water Concentration 

Mass of contaminant in Soil or Ground 
Water 

Montgomery 
and Welkod 

Montgomery 
Solubility g/m3 400 - 150 and Welkod 

Verschuerenk 

Montgomery 
and Welkod 

Montgomery 
and Welkod 

Saturated Vapor Density %Id 6,780 

Henry's Law Constant - 0.625 - 0.536 

Organic Carbon Partition Coefficient 1% (mws) 2.56 - 2.322 
Absorption Distribution Coefficient mL/g 2.10 x lob- Typical Ranged 
(Saturated Zone) 8.35 X lo3 
Molecular Diffusion Coefficient in Air cm21sec 7.60~ lo2 Lyman' 

Molecular Diffusion Coefficient in cm2/sec 8.69 x lob Lyman' 
Water 

P g k  0.1u - 2,000 

- g / d  

Area of Contamination (within IHSS) 

saturated Vapor Density 

Solubility 

Henry's Law Constant 

Organic Carbtm Partition Coefficient 

m2 

g/m3 

g/m3 

- 

1% (mug) 

~ ~~ 

5,450 

1,334 - 300 

0.74 - 0.53 

2.18 - 2.017 

~~ ~ ~ 

Phase III 
RI/FS 

(unavailable) 

Phase m 
RVFS 

hnavailable) 

Montgomery 
and Welkod 

Montgomery 
and Welkod 
Verschuerenk 

Montgomery 
and Welkod 

Montgomery 
and Welkod 

October 1992 DnB 
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T. 
DATA SUMMARY F 

g/m3 

LBLE 1-1 
3R SOIL-GAS MODELING 

1,470 - 1,100 

I Absorption Distribution Coefficient 
(Saturated Zone) 

1.04 x lob- 
3.47 x 10-3 I TYPicalRMged 

Molecular Diffusion Coefficient in Air . cm2/sec 8.18 x lo2 Lyman' 

I cm2tsec I Molecular Diffusion Coefficient in 
Water 

9.28 x lob 

Properties for Trichloroethem 

Ground-Water Concentration 

Mass of Contaminant in Soil or Ground 
Water 

Area of Contamination (within IHSS) 

Saturated Vapor Density 

Solubility 

Henry's Law Constant 

Organic Carbon Partition Coefficient 

Absorption Distribution Coefficient 
(Saturated Zone) 

Molecular Diffusion Coefficient in Air 

Molecular Diffusion Coefficient in 
Water 

October 1992 Dntt 
(P:\EBRFPBOA\649\ACH .F3\10/20/92) 

m2 

g/m3 

0.04 - 14,000 

- 

- 

Phase m Draf? 
(RFIM 
Reportd) 

Phase rn 
RIlFS 

(unavailable) 

Phase rn 
RIlFS 

(unavailable) 

Montgomery 
5,370 - 4,450 and Wellcod 

Montgomery 
and Welkod 
Vemhuemnk 

Montgomery I and Welkod 0.478 - 0.372 I 
Montgomery I and Wellcod 2.10 - 1.81 

1.26 X lob - 
1A8 x lo2 I 

cm2/sec 8.33 x lo2 Lyman' 

cm2/sec 9.65 x lob 
I I 
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TABLE 1-1 
DATA SUMMARY FOR S O M A S  MODELING 

I P r o d e s  for Dichlomdifluomethane 

Phase 111 Drall 
(RFI/RI 
ReDorth) 

0.25 - 26.05 Ground-Water Concentration 

Phase In 
RIffS 

hnavailable) 

Mass of Contaminant in Soid or Ground 
Water 

Phase m 
RIES 

(unavailable) 
Area of Contamination (within IHSS) m2 

Montgomery 
and Welkod 
Verschuerenk 

Satumted Vapor Density 

Montgomery 
and Welkod 
Verschuered 

Solubility 29 1 

Montgomery 
and Welkod Henry's Law Constant - 17.4 

Organic Carbon Partition Coefficient log (mL/g) 2.56 

Absorption Distribution Coefficient mL/g 3.63 X lo3 - 8.35 
@abated Zone) 

Molecular Diffusion Coefficient in Air cm2/sec 9.38 X lo2 

Molecular Diffusion Coefficient in cm2/sec 1.13 X 10' 
Water 

Montgomery 
and Welkod 

Typical Rang@ 

Lyman' 
Lyman' 

Phase III Draft 
WIN 
Reporp) 

Phase rn 
RIffS 

(unavailable) 

Ground-Water ConcentratiOn 0.25 - 12.5 

Mass of Contaminant in Soil or Ground 
Water 

Phase rn 
RIlFS 

(unavailable) 
Area of Contamination (within IHSS) 

October 1992 Draft 
(P:UEBRFPBOA\649\ACH .F3\ 1 0/20/92) 9 



TABLE 1-1 
DATA SUMMARY FOR SOIGGAS MODELING 

Saturated Vapor Density 

Solubility 

Montgomery 
5,610 and Welkod 

V6fSChWfd 

Montgomery 
g/m3 1,100 - 1,240 and Welkod 

Verschued 

I Henry’s Low Constant 

Absorption Distribution Coefficient 
(Saturated Zone) 

Molecular Diffusion Coefficient in Air 

70.7 

mug 1.48 X 10’- 3.4 Typical Rang& 

cm2/sec 8.62 X 10’ Lyman‘ 

I Montgomery I andwelkod I Organic Carbon Partition Coefficient I log (mL/g) I 2.20 - 2.13 

I Molecular Diffusion Coefficient in I cm’lsec I 1.02 x io5 I Lyman’ I 
water I I I I 

I . 

Range of  observed values, typically from Ph.r I and II reports (footnok 8) or reports to OU1 invertigrtiOnr. 
T d  potoSity calculated from the formula cl(1 +e) when e 5 WJr;) - 1 and g is the specific gravity of a millrock sample, r, h 
the density o f  water, ud r, h the dry density of the ~ m p l e .  Lhta was obtained from the gcOiechnic.1 report (EGBtG 1991~). 
uim (1991c). 
Typical estimates: 

Hydnulic cductivity ranges taken from B1.4-3 of the Phase III Dnft RFI/FS Report (EGBro 199%). 
Koffer (1989). 
-: unitleu, not detccted, no data or no infommtion source. 
Rockwell Iaternrtiolvl(1988) 
Only one value obtained from Montgomy ud Welkom (1990). 
Moatgamy and Welkom (1990). 
Venchuemn (1983). 
Lynun et a1. (1990); calculated using the FSG method (Lyman et al. 1990). Note that the diffusion coefficients depend on both 
material ud fluid properties. 
Johnron and m e r  (1991). 
Interpreted fnw hydnulic conductivities preclentcd in the Plus III Dnft RFllFS R C ~ O I ~  (EO= 199%) ud Laown pwrt ier  of 
pure water. 
Interpreted frwr typical dimndonr of a hour &en by the Udcd  Natiom (1988). 
petma0 et al. (1978) 
Kancga and Goting (1980) 

Valuer of organic carbon content fxom Table 5-3 (mils and duviudcolluvium) of the Phase III Draft RFl/Rl Report (EOm 

Mmrption dimiution coefficient ranges were edmated using nuximuma and minimma for percent organic carbon (PJ and 
ognic carbon partition coefficient 

199%). 

and using the quation IC, = YpdlOO (Lyman et al. 1990). 
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sources of diffusion, an effective diffusion coefficient is used. Diffusion coefficients in air and 

water, D,& and DLm, however, are still necessary for obtaining estimates of the effective 

diffusion coefficient. 

Do& for each COC was calculated by the Fuller, Schettler, and Giddings (FSG) method 
(Lyman et al. 1990). The method of FSG is recommended for estimating Do* because of its 

ability to minimize error associated with aromatics. The Hayduk and Laudie method is 

recommended for estimating DLm of organic compounds in water. This method is 

recommended because its computation is easier than other techniques and because it has been 

validated (Lyman et al. 1990). Table 3-10, (Section 3.5) lists the estimated values of Do* and 

DLm0 for each COC. 

A parameter necessary for the estimation of soil-gas concentrations and subsequent 

building concentration is the effective porous medium diffusion coefficient. The effective 

diffusion coefficient is related to pure component molecular diffusivities in water and air, r>LHLo 
and DO*, total porosity, 4, vapor filled porosity, a, and moisture filled porosity, 8,  by the 
Millington-Quick Expression (Jury et al. 1984): 

Assuming that diffusion transport is significant only in the vapor and soil moisture 

phases, Johnson and Ettinger (1991) define the effective diffusion coefficient as 

October 1992 Dmft 
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@ where 

KH = Henry’s Constant. 

This expression, however, does not consider the effects of soil adsorption. Jury et al. 

(1984a) provides an expression for an effective diffusion coefficient for a uniform soil layer that 

considers soil adsorption: 

where: 

P b  = Soil Bulk Density (M/L3) 

K D  = Distribution coefficient (L3/M). 

The unsaturated zone may have several soil types with varying moisture contents and 

porosities. Thus, an overall effective diffusion coefficient, which accounts for n distinct soil 

layers defined by thickness & can be expressed as (Johnson & Ettinger 1991): 0 

Biodegradation is one of the most important environmental processes that causes organic 

compounds to break down. The processes contributing to biodegradation are complex and their 

dependence on soil and environmental parameters, such as water content, temperature, organic 

carbon, and soil pH are not well understood (Jury et al. 1983). Most investigations of this 

process are in their early stages. Most research has focused on specific substances and the 
identification of organisms capable of degrading these substance. To this date experimental 

methods for measuring biodegradation have not been standardized. Thus results are not 

comparable and only apply to specific conditions. Therefore, little quantitative data is availabIe 

October 1992 htt 
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(Lyman et al. 1990). For this reason, a biodegradation factor is not considered in this analysis. 

This approach will produce conservative results. In other words, building concentrations are 
overestimated in a transient analysis because the contaminant source would persist longer without 

accounting for biodegradation processes. 

2.2 Material Property Parameters 

Porosity is the only material property parameter which has been calculated. The 

remaining soil parameters were obtained from literature or taken from site specific studies. 

Porosities were estimated with standard soil phase relationships, using data presented in the 

French Drain Geotechnical Report (EG&G 1991~). Porosities could be calculated for samples 

that had specific gravities and densities reported. Table 2-1 summarizes the calculated porosity 

values for colluvium. Equations used to calculate porosity are as follows: 

and 

where: 

e = voidratio(%) 
G, = specific gravity of sample (M/M) 
p d  = dry density of soif. k p l e  (M/L3) 
par = density of water OWL3). 

2.3 Soil Gas Model Sampling Techniques 

McKay et al. (1979) discuss different methods of selecting the values of input variables. 

They chose to discuss simple random sampling (SRS), stratified sampling, and 

October 1992 htt 
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TABLE 2-1 
SOIL PHASE RELATIONSHIP DATA FOR POROSITY CALCULATIONS 

6.0-6.3 2.72 119.3 

5.34.3 2.71 94.7 

3.7-5.2 2.80 109.8 

4.5-5.5 2.73 106.5 

B300790 0.30 

0.44 

0.37 

0.37 

B303790 

4.0-4.5 

8.8-9.5 

B303990 

2.74 108.8 0.36 

2.73 95.5 0.44 

B304090 

B304190 

B304290 

Latin hypercube sampling (LHS) because each has a “considerable intuitive appeal.” SRS is the 

most common technique; but it often requires an extensive number of simulations to adequately 

represent the content of the probability distribution function of the output. In stratified sampling, 
the random variable is divided into intervals (strata) and each interval is randomly sampled. The 

advantage of stratified sampling over SRS is that the model input values are representative of 

a more even coverage of the sample space. LHS utilizes techniques from both SRS and 

stratified sampling to ensure that each input variable has all parts of its distribution represented 
by the input variable (McKay et al. 1979). 

0 

To complete the tasks necessary for a soil-gas modeling uncertainty analysis, SRS and 

LHS techniques are used to select model input values from parameter distributions. A brief 

discussion and a list of steps for generating input values from random sampling and LHS is 
discussed below. In order to make the description of sampling methods more easily understood, 
however, an explanation of some notation is required. The notation presented below was 

referenced fiom McKay (1988). 

14 



2.3.1 Notation 

The K-component input vector (input variables to volatilization model) carresponding to 

the K model inputs is: 

x = vector of inputs (i.e., porosity, water content, etc.) 
= (XI, x,, ..., XK). 

The model output and the model (volatilization model), which transforms the inputs, are 

Y = modeloutput 
h(.) = the model 
Y = h(x). 

A sample of N input vectors and corresponding output is denoted by (xl, yl) ..., 
(%, YP), where: 

x,, = n" inputvector 
= (Xln, ..*, x d  

and 

yo = n*outputvaIue 
= h(x$. 

For a continuous random variable, X, the probability density function ('PDF) f(x) is the 

probability of an elemental range dx for all values x of X. For a discrete random variable, f(xJ 

is the probability of the value q. The cumulative distribution function (CDF) F(x) is deiined 

by: 

F(x) = probability (X I x) 

and, for a continuous random variable, is related to the PDF by 

October 1992 DraA 
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F(x) = I f(z)dz 
-OD 

When considering two or more continuous random variables simultaneously, their joint 
behavior is determined by a joint probability distribution function (Benjamin 1970). 

The joint PDF is f12(x1, x2). Random variables X1 and X2 are (stochastically) independent 
if and only if: 

In other words, the joint PDF is a product of the individual PDFs. The marginal PDF 

for X1, for example, is described as the stochastic variation in X1 averaged over the values of 

X2. In other words, the marginal PDF describes the behavior of a particular variable 
irrespective of the other. The conditional PDF defines the stochastic variation in X1, for 

example, for each fixed value x2 of X2 and is obtained by the joint PDF. @ 
In the study of output y, only the joint PDF of the inputs through h(*) is relevant. 

Generally, the marginal PDFs are not sufficient to specify the joint behavior of the random 
variable (Benjamin 1970). Marginal PDFs are sufficient, with respect to sampling of inputs, 
only for independent inputs; in this case, the joint PDF is the product of the marginal PDFs. 

The joint distribution of dependent inputs is constructed by considering them collectively 

(McKay 1988). 

2.3.2 Random Sampling 

Random sampling is the fundamental sampling plan in statistics (McKay 1988). A 
sample, X1, ..., XN of size N from distribution f(x), is a random or simple random sample if 
each X,, has the marginal distribution f(.) and they are independent. Random sampling simply 

generates samples from a parameter distribution with the use of a random number generator. 

~ : ~ E B R F P B O A \ 6 4 9 \ R E P C H . ~ \ ~  0/20/92) 16 
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Randomly sampled input data generally yields output values that span 75 percent of the 

probability content of the distribution of the output at least 95 percent of the time, on average, 

for a sample size of 20 (McKay 1988). To generate randomly sampled input values, the 

following steps are performed: 

1. Select input parameter(s) important for analysis. 

2. Estimate range of variation for each input. 

3. Assign a PDF for each input, f(x). 

4. Assess dependencehndependence of variables (see section 2.3.5 for a discussion of 
variable dependency and the modification of a sampling technique to address this 
condition). 

5. Choose sampling size, N (i.e., the number of simulations). 

6. Generate N random samples from each f(x) for each parameter. Let (xkl, &, ..., 
xkN) denote the sample of N values for input number k. These values become the 2" 
component of the N input vectors xl, ..., xN. Random samples are chosen with the 
aid of a random number generator (refer to section 2.3.4 for a detailed discussion of 
sampling input values from a PDF with a random number). 

7. For each randomly selected input vector, an output variable y=h(x) is produced by 
the computer code. 

2.3.3 Latin Hypercube Sampling 

McKay et al. (1979) has shown that selecting an input variable with LHS produces an 

unbiased estimate of the mean and PDF of the output. When the function h(x) is monotonic for 

each x,, the variances of the estimators are usually less than the variances of the input of a 

simple random sample. Unbiasedness is typically a desirable property of an estimator. Simply 

stated, unbiased means the value of the estimator tends on average to the value of the quantity 

being estimated. The variance reduction of LHS is also a desirable property. This means fewer 

computer runs are necessary to obtain the same degree of precision to that obtained from simple 

random of input values (McKay 1988). To generate a sample distribution by LHS, the following 

October 1992 Draft 
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@ steps are performed: 

1. Select input parameter(s) important for analysis. 

2. Estimate range of variation for each input. 

3. Assign a PDF for each input, f(x). 

4. Assess dependendindependence of variables (see section 2.3.5 for a discussion of 
variable dependency and the sampling technique to address this condition). 

5. Choose sampling size, N (Le., the number of simulations). 

6. Divide range into N, equal-probable, intervals (N-distinct input values are chosen). 

Let range of input number 
k be &, Ua and let 

partition the interval (Lk, Ua. Therefore, the probability content of 
each interval (4, i-l, a3 is 1/N. 

~ = a , < 4 , < a , <  ... a,<...<a,=u, 

7. Solve for the end points of the intervals with 
Fr(Q = i/N, i = 0, 1 ,  2, ..., N 

8. From each interval (4, i-l, a, a random sample xki is obtained from the conditional 
PDF on the interval given by Nf,(x), for x f (4, i-l, a,J. Random samples from a 
PDF are often obtained via a CDF-inverse method (see section 2.3.4). 

9. For each randomly selected input value, an output variable y=h(x) is produced by 
the computer code. 

2.3.4 CDF-Inverse Method 

Let F(.) be the CDF for the model parameter PDF and let U have a uniform distribution 

between 0 and 1.  Then X = has the distribution F(*). The procedure is shown in Figure 

2-1. As an example, consider generating 4 random values for F(*). The values of ?4, lh, and 

?4 divide the range of X into four equal-probability intervals through F(*) as illustrated in Figure 

2-2. Let ul, u2, u,, and u4 represent four random numbers on the interval (0, 11"). The four 

October 1992 Dtaft 
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0 sampled values of x are 

xi = ~ - 1  [ $L + ui] , i = 1, 2, 3, 4. (9) 

The values (i-1)/4 +ul represent a stratified sample of size four. 

The LHS technique differs from stratified sampling in that it randomizes the order in 

which sampled values are grouped with sampled values from other parameter distributions (Le., 

each model input value sampled are randomly matched with other parameters sampled from their 

distributions, assuming all parameters are independent). Therefore, each input is represented 
in the N sample vectors by N distinct values which span its range. Then the set of input vectors 

(xl, x,, ..., xJ are the LHS of input values (McKay 1988). 

2.3.5 Statistically Dependent Model Input Parameters 

The steps presented above for generating an LHS assumed the model input parameters 
were stochastically independent. Thus, the input values have no comelation for the situation 

being modeled. When dependencies exist, the joint probability distributions of the inputs cannot 
be described by the marginal distribution of each input parameter. In the case of dependent 

variables, the LHS must be modified to produce sample distributions that reflect the true joint 

probability distribution of the inputs (McKay 1988). 

McKay (1988) discusses several procedures for handling dependent variables. They are 

(1) the iterative procedure, (2) the approximating method, and (3) the exact sampling method. 
The exact sampling method, as described by McKay, can always be used. This procedure, for 
two dependent inputs, stratifies one marginal distribution and is sampled as in LHS. The paired 
values of the other input is then randomly sampled from its conditional distribution using the 
values of the first input. The pairs remain together in the random assignment to the model runs. 
For several dependent inputs, the conditional distributions can be extended and each combination 
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sampled from the conditional distribution remains together in the random assignment of model 
inputs. 

2.4 Atmospheric Models Data Sllmmary 

Specific data requirements for airborne transport models may be grouped into the 
following general categories: 

SoiYcontaminant characteristics (soil concentration, particle size, distribution) 

Source characteristics (vegetated fraction, size, shape) 

Topography (elevation from ground level of receptor relative to source) 

Meteorological data (wind speed/direction, stability, mixing heights) 

Receptor characteristics (distance from source) 

Duration of emission and exposure 

Table 2-2 provides a summary of the atmospheri 

categories. 

m del data used for each of th se 

The distance between the source and receptor were obtained by inspection of a 
topographic map of the area. The distance to the nearest residence in the prevailing downwind 
direction was selected since this location will receive the highest contaminant concentrations. 

The most current (1990) annual meteorologic data set available for the RFP was used as 

input to the code. Since the releases will occur at ground level, only measurements taken at a 

height of ten meters or less will be used. Only limited wind data specific to OU1 have been 

collected, but the data collected from the on-site RFP meteorological tower are 

0 October 1992 Dnft 
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TABLE 2-2 
DATA SUMMARY FOR AIRBORNE EMISSION AND TRANSPORT MODELING 

PARAMETER 

Joint frequency distribution 
of  atmospheric stability 
class (A, B, C, D, E, F), 
wind speed (1-3, 4-6, 7-10, 
11-16, 17-21, >21 knots), 
and wind direction (16 
sectors) 

Mean wind speed 

Mean annual morning and 
afternoon mixing heights 

Mean particle size 

~~ -~ ~~ - 

Particle size distribution 

Contaminant distribution 
ratio (contaminant 
concentration in particles < 
10 pm to total contaminant 
concentration) 

Soil concentration 

m/S 

m 

pCi/g" 

VAUJE 

576 values 

4.0 m/s 

268 m (morning) 
2543 m (afternoon) 

5.5 pm, particles < 10 pm 
35 pm, particles > 10 pm 

0.44, particles < 10 pm 
0.56, particles > 10 pm 

2.5 

~ 

Phase II data 
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RFP Site 
Environmental 
Report for 1990, 

Appendix F-3 
Tables' 

RFP-ENV-90, 

RFP Site 
Environmental 
Report for 1990, 
RFP-ENV-90 

Data for Denver, 
CO, from 
Holzworth (1972)' 

-0s-AREA 
defaults used for 
mill tailings paes 

Average values 
fiom Phase Ill RI 

MILDOS-AREA 
default used for mill 
tailings piles 

Phase 11 RI 



TABLE 2-2 
DATA SUMMARY M)R AIRBORNE EMISSION AND TRANSPORT MODELING 

0.57 

PARAMETER UNITS 

Phase III RI 

Contaminated area I m, m2 
(dimensions and surface 
area) 

Distance from OU-1 
to nearest resident 

I in prevailing wind 1 directions; height of 
breathing zone 

I -  Fraction of source area 
covered by vegetation 

Receptor location, elevation 
above source, distance from 
source 

I m  Near-field model mixing 
height 

Emission and exposure time 
steps and durations used to 
calculated average 
concentrations 

400 m, E-W) x 
200 m, N-S) = 
80,000m2 

Conversion to 
rectangular area 
based on area of 
OU-1 covering -19 
acres . 

~ 

3.2 km E, 
1.7 km S, 
1.5 m elevation, 
3.6 km distance 

3 m  I RESRAD' 

6 time steps, 
Starting at current year 
5 years each 
30 years total 

Assumed residence 
time of off-site 
individual 

- = Unitless. 
b EG&G (1991). 

d 

5 Holmorth (1972). 
Soil contamination input as pCi/g is converted to pglg or mglg for nonradionuclides by interpreting output 
concatrations in units of pg or mg, respectively, per d (in air) or per m2 (on surface) at the receptor 
location. 

e Approximate dimensions of OU1 boundary and surface area. 
f Gilbert et. al. (1988). 
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considered to be representative of conditions encountered at OUl. Since no site-specific data 

exist for average mixing heights at RFP, annual-average mixing heights recorded for the Denver 

area will be input. (Due to their low sensitivity in the dispersion calculations and low spatial 

variability, these are expected to be representative of conditions at OU1). 

3.0 LEFT-CENSORED DATA SETS 

Most environmental data sets contain below detection limit (DL) observations. Such data 

sets are "left-censored". In the past, substitution or deletion techniques were used to calculate 

simple statistics from left-censored data sets. Substitution techniques use 0, 0.5 x DL, or DL 

as the value for any sample analyzed below the DL. Deletion techniques consider only 

observations above the DL. In general, these methods rarely provide accurate estimates of the 

true mean for left censored data sets. The bias is largest in samples with large variances and 

more observations below the DL. Similarly, these techniques also produce biased estimates of 

the standard deviation (Newman and Dixon 1990). 

Helsel and Cohn (1988), Gilliom and Helsel (1986), and Helsel and Gilliom (1986) 

evaluated several procedures for estimating descriptive statistics of water quality data with 

multiple detection limits. These procedures consist of substitution methods (zero, one-half 

detection limit, and detection limit), probability plotting, and maximum likelihood estimation 

(MLE). Helsel and Cohn (1988) used 16 distributions to test the methods described above. The 

parameters for the 16 distributions were chosen in order to mimic typically observed variation, 

skewness, and tail behavior of surface water quality data. Each method was tested on samples 

generated from a Monte Carlo sampling approach: five hundred repetitions of sample size 25 
were generated from the 16 distributions. Three percentiles were chosen to represent the 

detection limit of the randomly generated data sets and one-third of the data were assigned to 

each threshold. Several combinations of thresholds were tested; however, results from the 2Oth, 
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40th, and 80th percentiles were reported. It was noted that the magnitude of the results changed 

when considering various thresholds but the relative method performance did not. 

The mot mean squared error (rmse) was used to assess the relative performance of each 
method. The rmse simply quantifies the error between the true population mean and the 

estimated mean. In general, the results of Helsel.and Cohn’s study indicate the following: 

The substitution methods nearly always produce the largest rmse. Thus there is no 
justification based on estimation error to use substitution methods. 

Probability plotting and MLE performed subsbntially better than substitution 
methods. 

MLE yields the smallest rmse when the parent population is log normal. However, 
with large deviations from a log normal parent population, the MLE method performs 
poorly when estimating moment statistics (mean, standard deviation, etc.). Use of 
MLE should be used for all  descriptive statistics if the parent population is known to 
be log normal. 

The probability plotting method performs well regardless of the parent distribution. 
For log normal parent distributions, the probability plotting method gives slightly 
higher rmse values for quartile estimates but estimates of moment statistics are nearly 
as efficient (similar rmse) as the MLE method. It is recommended that the 
probability plotting method be used when little is known about the parent population. 

Based on the results and recommendations of Helsel and Cohn (1988), the probability 

plotting method was applied to the ground-water, sediment, and borehole concentration data for 

COCs at OU1. The application of the probability plotting method was pedormed with a 

FORTRAN code, MDL, written by Helsel and Cohn. MDL was obtained directly from the 

authors at the USGS, Reston, Virginia. The MDL code was used for COCs with less than 80% 

nondetects. Helsel and Cohn recommend substitution methods be used if nondetects exceed 

80% of the data set. A one-half detection limit substitution was made for nondetects in data 

sets with nondetects exceeding 80%. 
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4.0 GEOSTATISTICS 

Many soil Samples have been collected at OU1 during Phases I, II, and III. However, 

summary statistics (Le., mean and variance) produced from these samples reveal little about the 
spatial distribution of contaminant concentrations between sample locations and across the area 
of interest. Perhaps a more appropriate estimate of analyte concentrations in an area can be 
obtained with geostatistics. When properly applied, geostatistics often result in cost savings 

through better definition of contaminated areas, reductions in sampling and optimal design of 

remedial programs. 

Geostatistical techniques (Journel and Huijbregts 1978) are a collection of tools designed 

for the analysis of spatially correlated data. In general, geostatistics provide tools for the 

extraction of the maximum amount of information from the available data. Samples located at 
different locations generally exhibit a wide range of variability. As a result the parameter cannot 

be predicted at unsampled locations without some degree of uncertainty. Geostatistics recognize 

these difficulties and provide statistical tools for 1) providing the best prediction of a parameter 

value at unsampled locations based on available data and 2) quantiQing the accuracy of these 

predictions. 

The U.S. EPA has taken the lead in promotion of geostatistics by producing the first 

public-domain software package known as Geo-EAS, developed by Englund and Sparks (1991). 

Successful results of the application of Geo-EAS prompted the U.S. EPA to recommend its use 
in spatial environmental data analysis, as stated in "Guidance for Data Usability in Risk 
Assessment" (EPA 199Ob) and "Basics of Pump-and-Treat Ground-Water Remediation 

Technology" @PA 199Oa). 

The geostatistical estimation procedure that Geo-EAS employs is kriging. Other 

commonly employed estimation techniques, such as inverse distance weighting, use a weighted 

average of sample values for estimation purposes. These weighting coefficients make no 
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reference to the particular variability of the parameter's spatial distribution. Kriging, however, 
is superior to these estimation techniques because it allows the calculation of a measure of the 

error (variance of error distribution) associated with the estimates. It is also possible to find the 
set of weighting coefficients that minimizes this estimation variance. Therefore, kriging is 

referred to as the best linear unbiased estimator. 

0 

Kriging uses the concept of a regionalized variable (Journel and Huijbregts 1978). A 

regionalized variable is a naturally occurring property that has Characteristics between a random 

variable and one that is completely deterministic. Almost all variables encountered in earth 

sciences can be regarded as regionalized variables (Journel and Huijbregts 1978). These 
"surfaces" are continuous and must be spatially correlated over short distances. However, 

widely spaced points on a irregular surface tend to be statistically independent or exhibit no 
spatial continuity (Davis 1986). The degree of spatial correlation of a regionalized variable can 

be expressed as a semivariogram. The semivariogram is a graph of the variance between 

samples (y-axis) separated by a distance h (x-axis). Thus the semivariogram provides a means 
for quantifying the commonly observed relationship that samples close together tend to have 

more similar values than samples far apart (Englund and Sparks 1991). The semiviuiogram is 
calculated based on the available sample data. The calculated semivariogram is referred to as 

the "experimental" semivariogram. A semivariogram "model" or a best fitted curve is necessary 

for lcriging. Common semivariogram models are the spherical, exponential, linear, and Gaussian 
(Journel and Huijbregts 1978). Three main features of a typical semivariogram models are the 
range, sill, and nugget. The range is the distance at which the data shows no spatid correlation. 

The sill is the upper limit of the semivariogram and is theoretically equal to the population 
variance. The nugget effect is exhibited on a semivariogram plot by a y-intercept greater than 

zero, which may be attributed to small-scale variability of the investigated process and/or to 

measurement errors. A directional semivariogram analysis entails the calculation of 

experimental semivariograms with specified search parameters (direction, tolerance, bandwidth, 

and lag spacing). This approach can detect a directional spatial correlation of the regionabd 

variable. The result of a directional semivariogram analysis is an anisotropic semivariograxn 

0 
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model. If no directional spatial correlation is evident, an omnidirectional (iitropic) 

semivariogram can be calculated. The calculation of this semivariogram considers only the lag 
distance between samples and not a directional component. 

Simple and ordinary kriging are two common varieties of kriging and both are available 

in the Geo-EAS package. Simple kriging assumes that local means are constant and equal to the 

population mean and is known prior to kriging. The population mean and the samples in the 

local neighborhood are used in each local estimate. Ordinary kriging assumes the l d  means 

are not equal and only uses the samples in the local neighborhood for estimates. Ordinary 

kriging is the most commonly used method in environmental situations (Englund and Sparks 
1991). For both simple and ordinary kriging Geo-EAS also produces standard deviations for 

each estimated value. The standard deviation can be expressed as an uncertainty of the lcriged 

estimation. Thus contour maps of these standard deviations indicate regions of data UnCertainty. 

In other words, areas with large standard deviations generally indicate areas where few samples 

are available for estimation purposes. Large uncertainty areas could then be targeted as future 

sample collection sites. 

An additional technique available in Geo-EAS is cross validation. Cmss v ~ c m  uses 

either simple or ordinary kriging to compare the observed concentration and a kriged estimate 

of the concentration at that sample location, assuming the sample was removed for the estimation 

of that point. More simply, cross-validation checks whether the modeled semivariogram is 

appropriate to reproduce the spatial distribution of the parameter being analyzed. For a more 

detailed explanation of kriging and its use of the semivariogram, the reader should refer to 

Journel and Huijbregts (1978), David (1977), Issaks and Srivastava (1989), Clark (1979), and 

Davis (1986). 
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0 4.1 Preliminary Geostatistical Analysis of Plutonium at OU1 

The geostatistical techniques outlined in Englund and Sparks (1991) were used to provide 

a preliminary assessment of the spatial distribution of Pu activity at OU1. Thuty-one sample 

values for Pu was used as input to the G~Q-EAS program. The analysis was done according to 

the following steps: 

1. 

2. 

3. 

4. 

5. 

Visual inspection of Pu and distributions; 

Directional semivariogram analysis; 

Kriging; 

Contouring of kriged estimates and standard deviations; 

Comparison of Geo-EAS and SURFER results. 

Examination of the sample distribution of Pu was necessary before laiging proceeded. 

Using a normal or Gaussian distribution in a kriging analysis produces the best estimate possible 

of the analyte’s spatial variability. Therefore, frequency distributions and probability plots were 
created to assess the distribution of the sample data. Frequency and probability plots of Pu 
revealed a log-normal distribution. 

@ 

Log Pu data were used in a directional semivariogram analysis. The analysis consisted 

of a search in 45 degree increments, directional tolerances of 22.5 to 25 degrees, and a 

maximum bandwidth [see Englund and Sparks (1991)l. Results of the semivariogram analysis 

revealed a trend in the data. This trend is apparent in the semivariogram of Pu in a east 

northeast direction (68 degrees). In this direction, the experimental semivariogram data do not 

approach the variance of the data set. In other words, the semivariogram continuously increases 

with distance. Little spatial correlation is seen in the data set in any other direction. 
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Examining the sample locations it is apparent that the data generally align in an east 

northeast direction. Thus the correlation seen only in the 68 degree direction may be an artifact 

of a biased sampling plan. In other words, it is not possible to see spatial correlation of Pu in 
other directions due to the limited number and position of samples. To proceed with the 
analysis, however, a "minor" axis of correlation was assumed to be at 158 degrees 

(perpendicular to the axis trending 68 degrees). A range of 850 feet was also assumed, with a 
sill equivalent to the variance of the data set. Table 4-1 shows the semivariogram model 

parameters. 

TABLE 4-1 
SEMIVARIOGRAMS FOR LOG PU DATA AT OU1 

estimate I spherical I 0.00 I 0.413 1 850 1 

Ordinary, block kriging [see Englund and Sparks (1991)l of log Pu was performed With 

the anisotropic semivariogram model. A 27 X 27 grid was used in the kriging analysis; each 

cell in the grid had 100 x 50 ft2 dimensions. These grid dimensions were selected to overlay 

the exact blocks used in the sampling program. The number of grid cells was selected to 

encompass OU1 and all the sample data. The state planar coordinate system was used for the 

sample locations. 

Figure 4-1 illustrates the kriged results of the lcriged log Pu data from Geo-EAS (the 
OUl border is outlined on the figure). The uncertainty of the kriging analysis was quantified. 

This uncertainty is expressed as a standard deviation map of the kriged estimates (Figure 4-2). 

For illustrative purposes, the PU data was lcriged in SURFER (Golden Software 1990). 
SURFER assumes a linear semivariogram model with a range equal to the diagonal of the grid 
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area and a sill equal to the variance. The result of the SURFER analysis is presented in Figure 

4-3. Comparison of GeeEAS and SURFER results (Figures 4-1 and 4-3) does not show 

significant differences in Pu distributions across the site. Thus the kriged results appear 

insensitive to the semivariogram model. 

0 

4.2 Summary and Conclusions 

Geostatistical techniques were employed to provide a preliminary assessment of the 
distribution of Plutonium at OU1. From the directional semivariogram analysis, it is apparent 

that insufficient data exists to sufficiently examine the possibility of directional correlations in 

the data. The inadequate number of sample data and their alignment in a north-northat 

direction suggests that a detailed geostatistid analysis of other analytes in surface soil samples 

may not be beneficial. Kriging with SURFER may provide sufficient insight to the 

understanding of the distribution of contamination across OU1. 
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1.0 Pathway Summary 

Five exposure scenarios have been identified which may result in exposure of receptors 

to contaminants at or originating from OU1. Two of the receptors may currently be exposed 

to OU1 contaminants, and three of the populations are groups which could be exposed under 

future conditions. For each of these groups, up to nine pathways were investigated. These 

pathways are summarized in Tables 1 and 2 and are discussed below. In addition, the future 

on-site resident scenario has been analyzed assuming their house is built directly on the worst 

known "hot spot" and also with the house built on a "clean" area. 

Current off-site residents (adults and children) were assumed to be potentially exposed 

as indicated when contaminants are deposited on their property. Ingestion of garden vegetables, 

ingestion of soil, dermal contact with soil, and inhalation of outdoor dust pathways were 

examined. 

Current on-site workers who perform security duties were also assumed to be exposed 

by ingestion of soil, sediment, and surface water. Additional pathways were dermal contact with 

soil, sediment, and surface water as well as inhalation of outdoor dust. 

The future scenarios included three receptors: an on-site resident, an on-site worker, and 

an on-site research biologist. The future on-site resident was assumed to be exposed to the same 

pathways as the current off-site resident with the addition of inhalation of volatile organic 

compounds. The future on-site commercial/industrial worker, was assumed to be exposed by 

the same pathways as the on-site resident with the exception of ingestion of garden vegetables. 

The future on-site research biologist was assumed to be exposed to all of the pathways used for 

the on-site commercialhdustrial worker with the exception of inhalation of indoor volatiles, 

since the research biologist would primarily work outdoors. 
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2.0 Exposure Parameter Assumptions a 
In order to calculate the receptor intakes for the scenarios identified, EPA guidance and 

the scientific literature were reviewed to select exposure parameters for each scenario. Where 

guidance was unavailable or not appropriate for the situation, professional judgment was used 

to select the necessary values. The results, along with appropriate references, are presented in 

Tables 3 through 6. 

3.0 Intake Calculations 

Accurate estimates of chemical concentrations at points of human exposure are a 
prerequisite for evaluating the chemical intake of potentially exposed individuals. Modeling and 

site characterization data were used to estimate contaminant release from the site and 
contaminant fate and transport through environmental media to the receptor. The estimated 

concentrations of COCs in each medium are shown in Table 7 and were employed to estimate 

the intakes (shown in Table 9) which are used to determine the resulting health risk to the 
receptor. The COC concentrations used in the equations were intended to be conservative 

estimates of the average values, therefore the 95% upper confidence limits were used. 

e 

The pathways of exposure from the source (constituents detected at the site) to potential 

receptors are associated with a set of mathematical equations and models used to estimate the 
level of exposure for the receptor. These modeling results are expressed as concentrations in 

water, food, and soil. The exposure analysis presented below, uses standard EPA intake rates 
for ingestion to estimate intake rates in humans. 
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TABLE 1 
Summary of Receptor Pathways for 

Current scenarios 

On-site 
Worker 

On-site 
Research 
Biologist 

Off-site Resident X X X X 

On-site Worker X X X X X 
(SeCUrity 
Specialist) 

X X X X 

X X X X X 

TABLE 2 
Summary of Receptor Pathways for 

Future Scenarios 
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TABLE 3 
C m t  and Future Residential Occupant Exposure Afs~mption~ 

Ingestion - fruits and 
vegetables 

Ingestion - soil and 
sediments 

0.078 kglday 

100 mglday 

Adherence factor 

15 dlday 
(indoor) 

0.9 mg/cm2 

I M a t i o n  

0.9 mg/cm2 

PAHS & 
PCBs 5% 

Organics - 
40% 

I 1 8 d l d a y  

EPA 199% T 

EPA 1989c T 

EPA 199% T 

Body weight 

Body surface area 

Expo- duration 

Expo- time - 
surface water 

Exposwe frequency - surface water 

Ingestion - surface water 

Averaging Time (carcinogenic 
effects) 

Chronic Exposure Period 

Dermal absorption factor 

70 kg 

5800 cm2 

16 hrlday - 
350 dayslyr 

2.0 hrlevent 
(a) 

7 events/y 

50 ml/event 

70 Y 

24 Y 

PCBs 5% 

organic - 

15 kg 

2295 cm2 

24 hdday - 
350 dly 

2.6 hdevent 

Metals - 2.00 I E46 
EPA 1991b ‘T 
EPA 1992e T 

EPA 199lb C 

EPA 199lb C 

T = Typid 
c = Conrsrv.tive 
a 
b 

= Adult expoaue w u  auumed to be leu ttUn child’s 
= value for child (0-10) ir auumed to be 1/2 the ulult value 

200 mgld 
MY 

0.039 
kglday” 

9.6 m3/d@’ 

EPA 1991b 

EPA 199Ob 

RHH 1984 

EPA 1991b 

C 

T 

T 
T 

Metals - 1 ATSDR 1989c 1 T 
2.00 E46 

NIA EPA 1989a 
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TABLE 4 
Current CommerciallIndustrial Worker (Seauity Specialist) 

Expure Assumptions 

I 

Body surface area 

Body weight 

Exposure duration 

Exposure time 
(surface water) 

Exposure fresuency 
(surface water) 

Ingestion - 50 mglday 
soil and sediments 

Inhalation 18 dlworkday 

Adherence factor 0.9 mglcm2 

organics - 40% 

Metals - 2.00 E- 
06 

5800 cm2 

70 kg 

250 daylyr - 
25 Y* 
0.5 hrlevent 

0.5 hd&y - 

7 eventsly 

1 Dermal absorption factor 

~ 

ATSDR 1989c 

EPA 199% 

EPA 1991b 

PAHS & P a s  L 
T 

T 

T 

Ingestion - 

Averaging time (carcinogenic effects) 

chronic exposure period 

surface water 

EPA 1991b 

EPA 199% 

0.02 mlleventh) Professional C 

70 Y EPA 1989a C 

Z Y  EPA 1989a C 

Judgment 

I‘ EPA 198% 
I 

EPA 199% T 

I C  EPA 1989a, 
EPA 1991b 

EPA 1991b 
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TABLE 5 
Future CommercialAndustrial Work- Exposure Assumptions 

~ ~ ~ - -  
18 m3/workday RHH 1984 

0.9 mg/cm2 EPA 1992e 

Ingestion - 
soil and sediments - -  

T 

T 

I' I I EPA 1991b 

Body surface area 

Body weight 

Exposure duration 

Averagiug time 
(carcinogenic effects) 

chronic exposure period 

Inhalation 

~ ~ 

7- 

Metals - 2.00 E46 ATSDR 1989c T 

5800 cm2 EPA 199% T 

T 70 kg EPA 1991b 

8 hdday - 250 daylyr - EPA 1989a C 
25 Y's 

70 Y EPA 1989a C 

S Y  EPA 1989a C 

Adherence &tor 

Dermat absorption factor PAHS & PCBS - 5% I EPA 1989c IT I 
organics - 40% I EPA1992e I T  I 

T - Typical 
c = conrew.tivc 
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T 
C 
a 

Ingestion - surface water 

Averaging time 
(carcinogenic effects) 

Chronic exposure period 

TABLE 6 
Future Ecological Restwe Research Biologist Exposure Assumptions 

0.02 ml/event@ 

70 Y 

Z Y  

Ingestion - 
soil and sediments 

Professional 
Judgement 

EPA 1991b 

EPA 1989a 

I 50mg1day 

C 

C 

C 

I T  EPA 1991b 

Inhalation 18 m31workday RHH 1984 T 

Adherence factor 0.9 mglcm2 EPA 199% T 

Dermal absorption factor PAHs & PCBS - 5% EPA 1989c T 

organics - 40% EPA, 199% T 

Metals - 2.00 E-& ATSDR t989c T 

Body surface area EPA 199% T 
I 

Body weight I 7Okg 

Exposure duration 7 ,  loo, 250 days - 
8 hrlday - 250 daylyr - 

EPA 199lb I T 

EPA 1991b, 
EPA 1992e 

c 

EPA 1989a C 

EPA 1992e T 

= Typical 
= Conrrcrvative 
= Amount of water contained in 50 mg of saturated sediments, assuming wet density of 1.4 ghm’ and porosity 

of50%. 
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3.1 Inhalation of Airborne Contaminants 

All exposure scenarios include intakes of airborne chemicals. The chemicals may be either in 
the vapor phase or, in the case of metals and radionuclides, in particulates. Dermal absorption 

of vapor phase chemicals is considered to be lower than inhalation intakes and was disregarded 

in accordance with Risk Assessment Guidance for Superfund (RAGS). The following equation 

was used: 

where: 

CA 
IR 
EF 
ED 
BW 
AT 

CA x IR x ET x EF x ED 
BW x AT Intake (mgkg-day) = 

= 
= Inhalation rate (m3/day) 
= Exposure frequency (days/years) 
= Exposure duration (years) 
= Body weight (kg) 
= 

Contaminant concentration in air (mg/m3 or pCi/m3) 

Averaging time (period over which exposure is averaged - days) 

For calculation of intakes from inhalation of particulates only, the fraction of the 

parbculate concentration in air that is considered to be respirable (< 10 pm) was considered. 

For calculation of radionuclide intakes, the concentration was expressed in pCi/m’ and the 

expression was not divided by body weight and averaging time. The intake for radionuclides 

was expressed in pCi. 

3.2 Incidental Ingestion of Soil and Sediments 

For the scenarios summarized in Tables 1 and 2, receptor exposures to potential 

contaminants of concern may result from incidental ingestion and dermal contact with soil or 

sediment. 

October 1992 mfi 
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The intake from incidental ingestion of contaminants in soil was calculated using the @ following equation for each of the scenarios: 

where: 

cs = 
I R =  
CF = 
F I -  
E F =  
E D =  
BW = 
AT = 

CS x IR x CF x FI x EF x ED 
BW x AT 

Intake (mg/kg-day) = 

Chemical concentrations in soil (mg/kg or pCi/kg) 
Ingestion rate (mg soil/day) 
Conversion factor (106 kg/mg) 
Fraction ingested from contaminated source (unitless) 
Exposure frequency (daydyears) 
Exposure duration (years) 
Body weight (kg) 
Averaging time (period over which exposure is averaged - days) 

For calculation of radionuclide intakes, the concentration was expressed in pCi/kg and 

the expression was not divided by body weight and averaging time. The intake for radionuclides e was expressed in pci. 

With the exception of CS, the same parameters were used for the current and future 
residential exposure scenarios. Adults were assumed to ingest 100 mg of soil and sediments per 

day, and children were assumed to ingest 200 mg of soil and sediments per day. These 
residential exposures were assumed to take place 350 days per year. The current security 
specialist and the future worker and biologist were all assumed to ingest 50 mg/day. However, 

the number of days per year in which this ingestion would take place varied from 16 to 250, 

depending on the scenario. 
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3.3 Dermal Contact With Soil and Sediments 

The exposure from dermal contact with chemicals in soil and sediments were calculated using 

the following equation which results in an estimate of the absorbed dose, not the amount of 
chemical in contact with the skin (i.e., intake): 

CS x CF x SA x AF x ABS x EF x ED (3) 
BW x AT 

Absorbed Dose (mg/kg-day) = 

where: 

cs 
CF 
SA 
AF 
ABS 
EF 
ED 
BW 
AT 

Chemical concentration in soil or sediments (mg/kg) 
Conversion factor (lo4 kg/mg) 
Skin surface area available for contact (cmz/event) 
Soil to skin adherence factor (mg/cm2) 
Absorption factor (unitless) 
Exposure frequency (events/year) 
Exposure duration (years) 
Body weight (kg) 
Averaging time (period over which exposure is averaged - days) 

It should be noted that the exposure frequency (EF) for the current on-site security 

specialist receptor is unlikely to be 250 days/year. Since the security specialist is conducting 

vehicular patrols, it was assumed that the specialist would only exit the vehicle for 0.5 hours per 
workday. This is numerically equal to 16 days of exposure per year. 

The future worker and biologist were both assumed to have daily contact with soil (250 
workdays/year). However, the worker was assumed to have no contact with sediments. The 

biologist was assumed to perform duties which may lead to contact with sediments 50 dayslyear. 
With the exception of CS, the same parameters were used for the current and future residential 

exposure scenarios. Both adults and children were assumed to have daily (350 dayslyear) 

contact with soil but only seven days of contact with sediments per year. 

October 1992 Draft 
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For calculation of radionuclide intakes, the concentration was expressed in pCi/kg and 
the expression was not divided by body weight and averaging time. The intake for radionuclides 

was expressed in pCi. 

a 
3.4 Ingestion of Garden Fruits and Vegetables 

For the on-site and off-site residential scenarios, contaminant concentrations in crops 

were assessed by estimating uptake and accumulation through roots from the soil as well as 

through deposition. The concentrations due to root uptake and depostion were then summed to 
arrive at a total plant concentration. The equations are presented below. 

When possible separate calculations are performed for vegetative (leaf and root) and 

reproductive (fruit and seed) portions of crops. Root uptake concentration is determined by 

a where: 

U V  = Concentration in vegetative crop portion (pg/kg) or @Ci/kg) 
B, = 
c, = Concentration in root zone (dry weight) 

Soil to plant (vegetative) transfer coefficient (dry weight) (unitless) 

or 

U, = B, x C, 

where: 

ur = Concentration in reproductive crop portion (pg/kg) or @Ci/kg) 
B, = Soil to plant (reproductive) transfer coefficient (dry weight) (unitless). 

As recommended by EPA (RAGS), values for B, and B, are taken from Baes et al. 

(1984). If no B, or B, values were available, then B, was calculated using the method identified 

October 1592 h f l  
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in Travis and Arms (1988); and the percent intake from the vegetative crop was assumed to be 

100%. The equation for calculating Bv is: 

log B, = 1.588 - 0.578 log Kapl (6) 

To determine the concentration (wet weight): 

WC, = U, x DWC, 

where: 

X = Vegetative or reproductive 
WC = Weight concentration (pglkg) or @Ci/kg) 
DWC = Dry-to-wet conversion (unitless) 

1.0 vegetative (Baes et al. 1984) 
= 0.428 reproductive 
= 

The weighted average homegrown crop concentration is 

where: 

cc = Crop concentration (pglkg) or @Ci/kg) 
I" = % Intake of vegetative crop (gld) = 0.058 
I, = % Intake of reproductive crop (g/d) = 0.942 (Baes et al. 1984) 

Contaminant concentration due to deposition was calculated using the following equation: 

CYD = (C, * F, * Vd * r/Y) * (Tin / ln2) (9) 

where: 

CVD = Vegetation concentration due to atmospheric deposition (ug/kg) 

October 1992 Draft 
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Contaminant concentration due to deposition was calculated using the following equation: 

where: 

CVD = Vegetation concentration due to atmospheric deposition (ugkg) 
c, = Chemical concentration in air (ug/m3) 
F P  = Fraction of chemical sorbed, assumed to be 100% 
vd = Atmospheric deposition velocity (0.002 m/sec) 

r/Y 

Til2 

(Hattemer-Frey and Travis 1991) 
Intercept fraction - to - productivity ratio (0.32 m2/kg) 
(Baes et al. 1984) 
weathering half life in sec (14 days) (Baes et al. 1984) 

= 

= 
(Ti, / ln2) = 1745000 

The contaminant concentrations due to root uptake and deposition were then summed to 

arrive at a total plant concentration. 

The contaminant intakes for ingestion of garden produce were calculated using the 

0 following equation: 

CF x IR x FI x EF x ED 
BW x AT 

Intake (mg/kg-day) = 

where: 

CF = Contaminant concentration in food (mg/kg) 
IR = Ingestion rate (kg/day) 
FI = Fraction ingested from contaminated source (unitless) 
EF = Exposure frequency (daydyean) 
ED = Exposureduration (years) 
BW = Body weight (kg) 
AT = Averaging time (period over which exposure is averaged - days) 

For calculation of radionuclide intakes, the concentration is expressed in pCVkg, and the 

expression is not divided by body weight and averaging time. The intake for radionuclides is 

expressed in pCi. - - 

October 1992 Dntt 
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This pathway was applied to the current off-site residential and future on-site residential 
scenarios. Adults were assumed to consume 78 mg/day, and children were assumed to consume 

39 mg/day. 

3.5 Incidental Ingestion of Surface Water 

The exposure scenarios limit surface water exposure to incidental ingestion (e.g., no use 
as drinking water). Therefore the following equation for ingestion of contaminated water was 

used rather than the equation for ingestion of drinking water. The incidental ingestion rate was 

adjusted in accordance with the scenario. 

CW x IR x EF x ED 
BW x AT 

Intake (mg/kg-day) = 

where: 

CW = Chemical concentration in water (mglliter) 
IR = Ingestion rate (liter/event) 
EF = Exposure frequency (events/year) 
ED = Exposure duration (years) 
BW = Body weight (kg) 
AT = Averaging time (period over which exposure is averaged - days) 

For calculation of radionuclide intakes, the concentration is expressed in pCi/l, and the 

expression is not divided by body weight and averaging time. The intake for radionuclides is 
expressed in pCi. 

For the residential scenarios, it was assumed that both adults and children would ingest 

50 ml of surface water on seven occasions each year. The only other scenario with exposure 

via this pathway is the research biologist. This individual is assumed to ingest 0.02 ml on 50 

occasions/year. 

October 1992 Dntt 
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3.6 Dermal Contact With Surface Water 

The following equation was used for dermal contact with chemicals in water. This 
equation calculates the actual adsorbed dose (Le., intake), not the amount of chemical that comes 

in contact with the skin. 

CW x SA x PC x ET x EF x ED x CF 
BW x AT 

Absorbed Dose (mgkg-day) = 

where: 

cw = 
SA = 
PC = 
E T =  
E F =  
E D =  
CF = 
BW = 
AT = 

Chemical concentration in water (mg/liter) 
Skin surface area available for contact (cm') 
Chemical-specific dermal permeability constant (cm/hr) 
Exposure time (hours/day) 
Exposure fiequency (days/year) 
Exposure duration (years) 
Volumetric conversion factor for water (1 liter/lOOO cm3) 
Body weight (kg) 
Averaging time (period over which exposure is averaged - days) 

Dermal Permeability constants were taken directly from EPA;s "Dermal Exposure 

Assessment: Principles and Applications" (EPA 1992). If specific chemicals had no values 

identified, then a value was calculated in accordance with the guidance by EPA (1992). Refer 

to Table 8 for a listing of the chemical specific dermal permeability constants. 

The intake equation for calculation of radionuclide intakes use concentrations expressed 

in pCi/l, and the expression is not divided by body weight and averaging time. The intake for 

radionuclides is expressed in pCi. 

The security specialist, the on-site resident, and the research biologist were assumed to 
have dermal contact with contaminated surface water. The exposure time and frequency were 

adjusted for each scenario. 

October 1992 Draft 
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Dermal Permeability Constants 

1-Dichloroethene 

Total 1,2-Dichloroethene 

Trichlorofluoromethane 

October 1592 Dmfi 
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TABLE 9 
Summary of Intakes for Carcinogenic and Noncarcinogenic 

Contaminants for Each Exposure Scenario 
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F5-1 SUMMARY OF CHANGES INTENDED FOR THE PHE e 
Since Technical Memorandum No. 9, Toxicity Constants, was issued, new information has been 

identified through review of data, literature searches, and input from various regulatory 

agencies. Consequently, this new information has resulted in changes that will be included in 

the Public Health Evaluation (PHE). The following is a brief summary of these changes 

intended for the PHE since the original issue of Technical Memorandum No. 9, Toxicity 

Constants, (see F5-2 of this attachment). 

e The following FUDs were added: 

1, 1 , 1-Trichloroethane 0.9 3.0 
Dichlorodifluoromethane 0.05 
Methylene Chloride 0.86 
Trichlorofluoromethane 0.2 

Chemical OralIUD Inhalation RfD 

e The following SFs were added or changed: 

Chemical 
Carbon Tetrachloride 
Tetrachloroethene 
Trichloroethene 
Benzo(a)pyrene 
Benzo(a)anthracene 
Bern@) fluoranthene 
Bern@) fluoranthene 
Dibenzo(a, h)anthracene 

Oral SF Inhalation SF 
0.13 

5.1E-2 
1.1E-2 

7.3 6.1 
0.73 0.61 
0.73 0.61 
0.73 0.61 
7.3 6.1 

e Toxicity distributions derived at Oak Ridge National Laboratory are presented in 
F5-3. 
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EXECUTIVE SUMMARY 

This technical memorandum summarizes the relevant toxicity constants for the 

22 contaminants of concern (COCs) identified for the Public Health Evaluation (PHE) of the 

Baseline Risk Assessment (BRA) for Operable Unit No. 1 (OU1) in the 881 Hillside area at 

the Rocky Flats Plant (RFP). It does not include the Environmental Evaluation (EE) portion 

of the BRA. Toxicity constants will be used in the risk assessment to evaluate potential 

adverse effects from exposure to site-related chemicals. Toxicological data from the 

U.S. Environmental Protection Agency (EPA 1992a,b; 1991) were evaluated to determine 

the severity of toxic properties associated with the COCs. In this Technical Memorandum, 

chronic values are presented, since a goal of the PHE is to determine whether long-term 

exposure to site-related COCs is expected to cause adverse effects in exposed individuals. 

Chronic effects are a better measure of long-term impacts than acute effects. 

COCs were classified into two groups, carcinogens and noncarcinogens, because health risks 

are calculated differently for these agents. Certain contaminants may have both properties 

(e.g., 1 , l  ,-dichloroethene and carbon tetrachloride). Potential effects from chronic exposure 

to noncarcinogenic compounds will be assessed by comparing exposure levels to chronic 

reference doses (RfDs). Unlike carcinogenic compounds, substances that cause systemic 

toxicity (i.e., toxic effects other than cancer) appear to do so through mechanisms that 

include a physiological threshold. A certain dose of a compound (Le., the RfD dose) must 

therefore be present before exposed individuals may experience toxic effects. Conversely, 

potential carcinogenic effects are expressed as the probability (using chemical-specific cancer 

slope factors, or SFs) that an individual will geveloa cancer from a lifetime exposure. 

Cancer SFs for nonradiological compounds represent the 95th percentile confidence limit on 
the probability of a carcinogenic response, while SFs for radionuclides are best estimates 

(i.e., median or 50th percentile values). 
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1.0 INTRODUCTION a 
1.1 Purpose 

The purpose of this technical memorandum is to present the toxicity constants that will 

be used in the Public Health Evaluation (PHE) of the Baseline Risk Assessment (BRA) for 
Operable Unit No. 1 (OU1) in the 881 Hillside area located at the Rocky Flats Plant (RFP), 

as specified in Attachment 2, Section W.D of the Interagency Agreement (IAG 1991). 

These toxicity constants will be integrated with calculated daily intakes in the risk 
characterization portion of the PHE to yield quantitative risk estimates. This memorandum is 

being submitted prior to submittal of the BRA for OU1 as specified in Attachment 2, 
Section W.D of the IAG. 

1.2 scope 

The scope of this Technical Memorandum is limited to identifying human toxicity 

constants for the OU1 contaminants of concern (COCs) identified in Technical Memorandum 

No. 8, Contaminant I&mpcation (DOE 1992). The 22 COCs are identified in Table 1-1. 

The toxicity constants include reference doses (RfDs) for noncarcinogens and their associated 
uncertainty factors (UFs) and cancer slope factors (SFs) and weight-of-evidence 

classifications for carcinogens. Since reference concentrations are not available for the 
contaminants of concern, noncarcinogenic toxicity will be evaluated based on reference 
doses. The parameter distributions under development at Oak Ridge National Laboratory are 

beyond the scope of this technical memorandum and will be presented in the draft PHE. 

Toxicological profiles for each COC will be presented in the PHE portion of the Phase III 
RFVlU Report. 
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TABLE 1-1 

CONTAMINANTS OF CONCERN MATRIX FOR OU1 BY MEDIA 
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2.0 TOXICITY CONSTANTS FOR OU1 

Toxicity assessment evaluates the nature and extent of health effects from exposure to 

site-related chemicals. It consists of a hazard identification and a dose-response evaluation. 
The hazard identification involves a comprehensive review of toxicity data to identify the 
severity of toxic properties associated with the COCs. Once the potential toxicity of a 

chemical has been established, the next step is to determine the amount of chemical exposure 
that may result in adverse human health effects (Le., to establish the dose-response 
relationship for each COC). Thus, the toxicity assessment evaluates the increased likelihood 
of adverse health effects as a result of human exposure to site-related contaminants. 

OU1 COCs were classified into two broad groups, carcinogens and noncarcinogens, 
because health risks are calculated differently for these agents. Certain contaminants 
(e.g., 1,  l-dichloroethene and carbon tetrachloride) can have both properties. 

The toxicity constants were developed according to the steps presented in the Risk 

Assessment Guidance for Superfund (RAGS) (EPA 1989). The U.S. Environmental 

Protection Agency’s (EPA) Integrated Risk Information System (IRIS) and Heulfh Eflecfs 

Assessment S w ~ u r r y  Tables (EPA 1992 a,b; 1991) were the primary sources of information. 
Secondary sources of information include: EPA Region IV guidance (EPA 1992c) and 

Environmental Criteria Assessment Office (ECAO). 

e 

2.1 Toxicity Constants for Noncarcinogens 

An RfD embodies EPA’s principal approach and rationale for assessing health effects 
other than cancer. Unlike carcinogenic agents, substances that cause systemic toxicity 

(Le., toxic effects other than cancer) do so through mechanisms that include a physiological 

threshold. Thus, a certain dose of a compound must be present before noncarcinogenic toxic 

effects will be observed. This approach assumes that there is some level of exposure 

(Le., the RfD value) that individuals can tolerate without experiencing adverse, systemic 
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health effects. Conversely, if exposure exceeds this threshold, there may be some concern 
that exposed individuals will experience noncarcinogenic health effects. 

In general, the RfD is an estimate (with an established UF) of a daily exposure to the 
human population, including sensitive subpopulations, likely to be without appreciable risk of 

deleterious effects over a lifetime. RfDs are calculated by dividing a NOAEL (No Observed 

Adverse Effect Level) or a LOAEL (Lowest Observed Adverse Effect Level) dose in 

milligrams per kilograms per day (mg/kgday) obtained from human or animal studies by an 
UF. UFs are used to ensure health protective standards for all segments of a potentblly 

affected population. Each UF generally consists of multiples of ten, with each factor 
representing a specific area of uncertainty inherent in the extrapolation from the available 

data. The bases for applying different UFs are explained below: 

If the NOAEL is based on human data, an UF of 10 is usually applied to account for 
variation in sensitivities among individuals. It is intended to protect sensitive 
subpopulations (e.g., the elderly and children). 

If the NOAEL is based on &mal data, an additional UF of 10 is used to account for 
the interspecies variability between humans and other animals. 

If the NOAEL is derived from a subchronic instead of a chronic study, an additional 
UF of 10 is applied to extrapolate a subchronic value to a chronic value. 

If a LOAEL is used instead of a NOAEL, an additional UF of 10 is used to m u n t  
for the uncertainty associated with extrapolating from LOAELs to NOAELs. 

Modifying factors (MFs) may also be applied. MFs range from 1 to 10 and reflect 

uncertainties not specifically addressed by the above-mentioned UFs. In general, RfDs 
represent an estimate of the potential toxicity of a chemical and with variability typically 

spanning one order of magnitude @PA 1992b). Table 2-1 lists the RfDs and the associated 

UFs for OU1 noncarcinogens that are currently available from EPA. Inhalation RfDs for 

l,ldichloroethene, chloroform, and trichloroethene are pending in IRIS (EPA 1992a). The 
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2.2 Toxicity Constants for Carcinogens 

Numerical estimates of potency for potential carcinogens are presented as cancer SFs. 

Cancer SFs and the estimated chronic daily intake of a compound, averaged over a lifetime 

of exposure, are used to estimate the incremental risk that an individual exposed to that 
compound may develop cancer. Evidence of carcinogenicity comes from two sources: 
lifetime studies with laboratory animals and human studies where excess cancer risk is 
associated with exposure to a carcinogen. For most carcinogens, animal data from 

laboratory experiments represent the primary basis for developing toxicity constants. If a 
carcinogenic response occurs at the exposure level used in the studies, it is assumed that a 
similar response will occur at all lower doses, unless evidence to the contrary exists. 

Exposure to any level of a chemical carcinogen is therefore assumed to have a finite risk of 

inducing cancer. This mechanism for carcinogenesis is referred to as stochastic, which 

means that there is theoretically no level of exposure to this material that does not pose a 

small, but finite, probability of generating a carcinogenic response. 

0 
Since risks at low levels of exposure cannot be quantified directly from either animal or 

epidemiological studies, mathematical models are typically used to extrapolate from high to 

low doses. A linearized multistage model for lowdose extrapolation has been promulgated 

and approved by EPA (1986). Use of this model provides a health-protective, upper-bound 

(conservative) estimate of risk. 

Uncertainty in assessing the carcinogenicity of a chemical is managed by grouping 
chemicals into one of several groups according to the weight of evidence from 

epidemiological studies and/or animal studies: 

Group A - Human Carcinogen (sufficient evidence of carcinogenicity in humans) 

Group B - Probable Human Carcinogen (Bl-limited evidence of carcinogenicity 
humans; B2-sufficient evidence of carcinogenicity in animals with 
inadequate or absence of evidence in humans) 

in 



Group C - 

Group D - 
GroupE - 

Possible Human Carcinogen (limited evidence of carcinogenicity in animals 
and inadequate or no human data) 

Not Classifiable as to Human Carcinogenicity (inadequate or no evidence) 

Evidence of Noncarcinogenicity for Humans (no evidence of 
carcinogenicity in adequate studies) 

Carcinogenic COCs for OU1 were divided into two groups: nonradiological carcinogens 
and radionuclides. These distinctions were made because cancer SFs for radionuclides and 

nonradionuclides are derived differently (see Sections 2.2.1 and 2.2.2) and have different 

units (mg/kg-day)-' versus picocuries @Ci)-'. In addition, polycyclic aromatic hydrocarbons 

(PAHs) have been identified as a subset of nonradionuclides because they are derived Using a 
toxicity weighting scheme based on the measured value of benzo(a)pyrene (BaP). 

2.2.1 Toxicity Constants for Nonradiological Carcinogens 

Assuming a linear dose-response relationship at low doses of chemical exposure, the SF 
for nonradiological carcinogens defines the probability that an individual will develop cancer 
from a lifetime exposure to one unit of carcinogen. Because these SFs represent the 95th 

percentile confidence limit on the probability of a carcinogenic response, risk estimates are 

upper-bound values. Thus, there is only a 5 percent probability that the actual risk is greater 

than the estimated risk. Cancer risk assessment in this context yields upper-bound risk 
estimates. Individual cancer risk will be calculated as the product of exposure to a chemical 

(in mg/kg-day) and the SF for that chemical (in [mg/kg-day]-'). Cancer risks from exposure 

to multiple carcinogens across all exposure pathways will be summed. Table 2-2 lists the 
toxicity constants that have been determined for nonradiological carcinogens. 
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TABLE 2-2 

TOXICITY CONSTANTS FOR NONRADIOLOGICAL CARCINOGENS 

1,l -Dichloroethene 

AROCL0R-1254d 

Carbon tetrachloride 

Chloroform 

Methylene chloride 

Tetrachloroethene 

Trichloroethene 

C’ 0.6 0. 18b 

B2 7.7 ND’ 

B2 1.3 x lo-’ 0.05” 

B2 6.1 x 1 0 3  0.08f 

B2 7.5 x 10-3 1.7 x lo-* 
B2 NA” NA” 

B2 1.1 x 10” w 

Sources: IRIS (EPA 1992a), EPA (1991), EPA (1992b). 

The majority of PAHs found in the environment appear to be less toxic than BaP. 

Exceptions include methylated PAHs and those containing oxygen and nitrogen. Currently, 

EPA has not specified SFs for PAHs other than BaP. In the past, risk assessors have 

assumed that all PAHs are equally as toxic as BaP. Recently, risk assessors have proposed 

using a toxicity equivalency factor (TEF) approach for determining the carcinogenicity of 

PAHs using BaP as the reference point. EPA’s ECAO office recommended that individual 



RPMs and Regions use their best judgment when deciding to use a TEF approach for risk 
assessments involving PAHs. Cancer SFs for PAHs of concern were derived using the TEF 
approach adopted by EPA Region IV (February 1992) (Table 2-3). SFs derived for the five 

PAHs of concern for OU1 are shown in Table 2-3. 

B = 4 9 P F n e  
km(a)anthracene 

TABLE 2-3 

TOXICITY CONSTANTS FOR POLYCYCLIC AROMATIC HYDROCARBONS 

1 .o 5.8 NA 

0.1 0.58 NA 

&azo@) fluoranthene 

Bern@) fluoranthene 

Dibenzota. hbnthracene 

0.1 0.58 NA 

0.1 0.58 NA 

1 .o 5.8 NA 

' Toxicity Equivalency Factor (TEF) approach adopted by Region IV (February 1992). 
Oral slope factors were derived by multiplying the oral slope factor for BaP of 5.8 (rnglkgdayy' times the 
TEF listed in column two for each PAH. 

2.2.2 Toxicity Constants for Radionuclides 

An extensive body of literature exists that describes the health effects of radionuclides on 
humans and animals. Intensive research by national and international commissions has 

resulted in the establishment of universally accepted limits to which workers and the public 

may be exposed without clinically detectable effects. This literature has resulted in EPA 
classifying all  radionuclides as Group A carcinogens because they emit ionizing radiation, 

which, at high doses, has been associated with increased cancer incidence in humans. Data 

derived from both human and animal studies are used by EPA to construct the radionuclide 

SFs, which are listed in Table 2-4. These non-threshold SFs account for the following: 

(1) the amount of radionuclide transported into the bloodstream; (2) the decay of radioactive 

progeny within the body; (3) the distribution and retention of the radionuclide and its 



progeny (if any) in the body; (4) the radiation dose delivered to specific organs and tissues; 

and (5) the age and sex of the exposed individuals (EPA 1992b). 0 

Americium - 241 
Plutonium - 239, 240 

As in the chemical risk models, radiation models extrapolate cancer risks at low doses 
from risks observed at higher doses using non-threshold, linear dose-response relationships. 
Because of the radiation risk models employed, SFs for radionuclides are characterized as 

best estimates (i.e., median or 50th percentile estimates) of the age-averaged lifetime excess 
cancer risk (fatal and non-fatal) per unit of activity inhaled or ingested. 

A 2.4 x lo-'' 3.2 x 1Q8 

A 2.3 x lo-'' 3.8 x 10-8 

TABLE 24 

TOXICITY CONSTANTS FOR RADIONUCLIDES 

Source: EPA (1992b). 
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3. APPROACH 

EPA CPF point estimates involve 

the process of low-dose extrapolation. 

many sources of uncertainty that are inherent in 
These include: 

Extrapolation from high administered doses to low exposure doses; 
lnter-species extrapolation from non-human to human; 
Exposure route extrapolation; 
Lack of consideration for variability in human susceptibility; 
Experimental design limitations imposed by typical bioassays; 
Exclusive use of the LMS dose-response modeling procedure; 
Statistical estimation error in model parameters; 
Use of a most sensitive species/strain with positive results; and 
Combination of results from heterogeneous bioassay data sets (different 
species, strain, sex, tumor types). 

Several of these steps have been the subject of considerable attention and debate. 

In this paper, a procedure is examined which characterizes the uncertainty associated 

with CPFs and which can be utilized as an extension of current EPA methodology. The 

study focuses solely on parameter uncertainty in the CPF as a function of random 

variations in bioassay outcomes. The procedure utilizes a non-parametric bootstrap 

process (Sielken 1988) to generate hypothetical experiments which are based on original 

experimental results. The results of the simulated bioassays can then be used to 

generate a probability distribution function (PDF) for CPF uncertainty. This PDF not only 

characterizes the range of CPF values but also their relative likelihood of occurrence. In 
addition, four techniques will be examined which combine multiple PDFs into a single 

grand PDF. 

The preliminary analysis was applied to a limited database of chemical 

carcinogens. Since this technique was specifically designed to supplement the current 

regulatory approach, experimental design was based on the EPA quantitative risk 

assessment format (extrapolation model, dose scale, inter-species scaling factors, etc.) 

as presented in EPA source documentation (the Integrated Risk Information System [IRIS] 

(EPA 1987) or the Health Effects Assessment Summary Tables [HEASTJ (€PA 1991)). 
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0 In addition, all cancer risk computations were derived from the same animal bioassays 

that EPA utilized to calculate toxicity values for use in their quantitative risk assessment, 

with no additional screening or quality criteria imposed on the input data set(@. None 

of the assumptions, data biases or default values which were utilized by EPA were 

modified in the computation process. Note that the only relaxation of regulatory policy 

was the use of MLE values rather than upper-bound values (as suggested by Park, 1989) 

both to supplement upper-bound values and to provide a "more central estimate" of risk. 

The software program GEN.T (Sielken Inc. 1991) was utilized to fit the LMS model (extra 

risk) to the animal dose-response data. 

3.1 Bootstrap Procedure 

Because performing a single bioassay on a small number of animals is a random 

event, a possible source of error in the estimation of the fitted CPF value may be 

introduced by random variations in the observed experimental results. Therefore, small 

shifts in experimental results (which can occur with appreciable probability) would change 

the estimated CPF value. Monte Carlo simulation is frequently used as a means of 

quantitatively estimating parameter uncertainty. These simulation techniques can be 

utilized to statistically characterize the sensitivity of the MLE CPF to random variations in 

the observed experimental outcomes. 

@ 

Several authors have utilized "bootstrap" techniques to estimate parameter 

variability or to construct percentile intervals as approximate confidence intervals (Crump 

et. al 1977; Krewski et. al. 1983; Sielken 1989). These techniques may be either 

"parametric" or %on-parametric." Parametric bootstrap techniques use the fmed MLE 

dose-response model to simulate experimental results. In addition, they assume that the 

fitted model portrays the dose-response relationship as it exists in nature (i.e., the fitted 

model and the true underlying model are equivalent). In practice, the true underlying 

model is rarely known without error. 0 
2 
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GEN.T performs a non-parametric bootstrap procedure that utilizes the observed 

original data in conjunction with binomial simulation techniques to generate any number 

of independent replicates of the original experiment. This technique assumes that the 

uncertainty in the number of tumor responses is binomially distributed about the 

observed value. An advantage of this technique is that it does not presume that the 

estimated model is the correct function underlying the true dose-response relationship. 

In addition, each experimental replicate has the same dose levels and the same number 

of tested animals (per dose level) as the original experiment. The procedure is 

summarized below: 

The observed data determines a binomial distribution for the number of 
tumor responding animals in each dose group (see Appendix A). 

The computer then randomly samples from the tumor response distribution 
at each dose level. 

The LMS model is re-ffl to the "simulated" bioassay dose-response data, 
and new MLE potencies are computed for each of the simulated groups. 

A PDF is "fit" to the sample distribution of CPF values. 

Typical animal bioassays for dose-response modelling consist of 2 or 3 test 

groups of animals, where each group is assumed to receive a fixed average daily dose 

over a specified time period. At each dose level, the number of tumor responding 

animals, r, can then be modeled as a random binomial variable, after the following 

' conditions are satisfied: 

The experiment includes n trials (rranimals tested); 

The trials are identical, and each trial results in one of two outcomes 
(success [tumor response] or failure [no tumor response]); 

The trials are independent (The outcome of one trial does not influence the 
outcome of any other); and 

The probability of success (p = k/n ; k = # observed tumors) for each 

3 
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individual trial is constant from trial-to-trial (Holland and Sielken 1991). 

As a result, the probability of r tumors is given by the following formula for the binomial 

distribution: 

P (X=r) = (:) * pr * (1 -p)~-r  , where 

O s r s n ,  and (;) = (n!) / r!(n-r)! 

Simulated animal bioassay results can be generated by assuming a binomial 

tumor response distribution determined by the observed results from the original 

experiment. As an example, consider the dose-response data for hepatocellular 

carcinoma in female mice from a 1982 National Toxicology Program (NTP) study of 

trichloroethene (TCE). This bioassay consisted of two dose groups: control and high 

dose. The control dose incidence rate was k=2 out of n=49, while the high dose 

incidence rate was k=13 out of n=49. On the basis of the observed proportions, the 

MLEs of a tumor response, p, are 2/49 = 0.041 and 13/49 = 0.265, for each dose level. 

The corresponding graphs of the binomial PDFs and the cumulative distribution functions 

(CDFs) are presented in Figures 1 and 2, respectively. Notice that the binomial 

distribution weights the observed response rates with the greatest probability as 

compared to other possible outcomes. 

0 

If each value on the probability axis is equally likely, then the height of each 

response in the CDF plot represents the probability of that outcome. Using a uniform 

random number generator to sample replicated experiments from the binomial CDF. 

Table 1 lists the simulated dose-response results and the corresponding CPF values 

generated by five hypothetical experiments when this procedure is applied to all dose 

groups. 

This method does have several weaknesses, however. The assumption of trial 

independence is not completely valid, because it is possible that the genetic homogeneity 

of test animals may introduce some correlation among the animals. In addition, binomial a 
4 
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sampling will not yield any variability if there is either a 0% or 100% observed response 

rate (i.e., r will always be zero or n). This lack of variability may be undesirable and 

certainly does not intuitively allow for the possibility of either measurement error 

(eg. misdiagnosis of tumor responses [Le., Type 1/11 error rate) or random error 

(fluctuation). 

Although the zero response rate is an extreme case, it did occur in several of the 

bioassays utilized for this analysis (see Tables ## and ##). The impact of no binomial 

variability was informally assessed for two types of dose-response data: linear and non- 

linear (Le., strong MLE with 95% UCL correspondence or no correspondence, 

respectively). Several possible alternatives to the purely binomial bootstrap method 

include replacing the observed 0% incidence rate with an upper bound rate, a pathology 

error rate, or a generic control dose response rate, etc. However, for this study, rather 

than modifying the observed experimental incidence rate, the method of simulation was 

modified to incorporate a Bayesian updating technique (Finkel 1988). This method uses 

a Bayesian technique to generate a posterior distribution for the number of hypothetical 

tumor responding animals, r. By assuming a uniform distribution for the prior tumor 

response rate and a binomial likelihood distribution based on the observed results, the 

conditional probability of r tumors (given k) is: 
(n+l)! n! (k+r)! (2n-A-r)! 
k! (n-k)! (n-r)! r! (2n+l)! 

P ( X = r I k )  = 

Whereas, the classical binomial variability yields a conditional probability distribution given 

by: 

P ( X = r ) k )  = 
r! (n-r)! 

Although the Bayesian approach allows for variability given a 0% response rate, the 

observed rate is still the most probable (similar to binomial variability). See Section 4 for 

a comparison and discussion of the results from these two methods. 

5 
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0 3.2 Parameterized Distributions 

In addition to the original results, 999 simulations were generated for each 

bioassay included in this analysis. The 1000 sample data points constitute a bioassay 

dataset for a discrete distribution for the variability in CPF values. Several statistical 

measures and distributional tests were applied to the bioassay dataset. For this 

preliminary analysis, a continuous distribution was assumed to approximate the discrete 

distribution. In practice, however, the discrete empirical distribution may be used if 

desired. Several types of common distributions were "fit" to the sample data points: 

normal, lognormal and mixture. It was assumed that the fitted distribution of the sample 

MLE CPFs approximates the true, but unknown, probability distribution of uncertainty in 

MLE values for the LMS model. 

CPF uncertainty with a normal distribution is denoted as CPF - N ~x,o,) ,  where 

p, and a, represent the population arithmetic mean and standard deviation, respectively. 

Population parameters for the fitted distribution were estimated directly from the 

corresponding 1000 sample data points (Appendix A). Since CPF values must be 

non-negative (zero or positive), the fitted normal PDF is truncated with a minimum value 

of 0 (denoted as CPF 

0 

TN( px , ox ). 

CPF uncertainty with a log-normal distribution is denoted as CPF LN (GM, 

GSD), where GM and GSD represent the population geometric mean and geometric 

standard deviation, respectively. These values are derived from the underlying normal 

parameters px and a,. Parameters for the underlying normal distribution are directly 

estimated by taking the natural logarithm of the lo00 sample data points (Appendix A). 

The last type of distribution for CPF uncertainty is based on a "mixture" method 

(Appendix A). This method relies on a combination of distributions rather than a single 

distribution. It was utilized whenever a normal or lognormal distribution failed to 

adequately fit the empirical variability. Some of the simulation results displayed a 
@ 
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bi-modal distribution with two modal values: "zero" and %on-zero". This split between 

CPF values is the result of random combinations of the simulated experimental dose 

response data such that the MLE LMS fit results in either a "zero" linear term or a "non- 

zero" linear term. In other words, the faed dose-response curve (and hence the CPF) 

from the simulated data is essentially either a linear function of dose or a quadratic 

function of dose (and/or higher order terms). 

Two types of weighted mixture combinations were utilized: uniform/normal and 

uniform/log-normal. A uniform component was forced to fit the "zero" CPF values, and 

the normal or log-normal component was fit to the "non-zero" CPF values. Hence, the 

resulting aggregate distribution is described by a weighted sum. The normalized weights 

were determined on the basis of the amount of mutually exclusive data utilized in each 

of the source components. A threshold of lxlOb was used to stratify the "zero" CPF 

values (uniform) and the non-zero CPF values (normal or log-normal). The value of 1x1 O4 

as a "zero" threshold was arbitrary and, in actuality, most "zero" CPF values were several 

orders of magnitude less than the threshold. Therefore, as a default, the "zero" CPF 

component was fixed as uniform distribution on the interval [0, 1x106], (Le., CPF - 
U(5x1 Oe7, 2.89~10")). The normal or log-normal component was estimated from the 

corresponding sub-set of "non-zero" CPF values. 

It is important to note that the distributions of CPF uncertainty are based primarily 

on hypothetical experiments simulated from observed experimental data; hence, they only 

describe LMS parameter uncertainty as a function of MLE sensitivity to varying 

dose-response data. Although the f i e d  mixture distributions appear to provide a 

reasonable graphical fit, statistical tests for distributional assumptions often rejected those 

fits in most cases. As a result, the frtted probability distributions should not be 

considered rigorous PDFs for the true CPF variability. In fact the empirical distribution 

should be utilized rather than fitted distributions. 

7 
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3.3 Grand Distribution e 
The majority of chemicals analyzed for this study had associated EPA slope 

estimates which were based on the results of a single animal bioassay. However, some 

chemicals which are evaluated in quantitative risk assessments have associated slope 

estimates which are based on data from several animal bioassays. For illustrative 

purposes, suppose that the EPA has utilized m animal bioassays for its cancer risk 

assessment. These m animal bioassays could differ substantially in experimental 

designlconduct (eg., different animal species, sexes, strains, dose scales, routes of 

exposure, number of dose groups and/or number of animals per dose group). Despite 

these differences, EPA will typically utilize one of two methods to combine 95% UCL 

potency values from multiple data sources: 

I i -m 

111 arithmetic average = 
m I CPF = 

geometric average = I 
For this analysis, four meta-analysis approaches were taken to combine multiple 

PDFs: 

Overlay average of the empirical uncertainty distributions, 

0 Pooled weighted average of the fitted mixture distributions, 

0 Variance weighted average of the fitted mixture distributions, and 

Two stage variance weighted average of the fmed mixture distributions. 

The first approach is based directly on the empirical results from the bootstrap 

simulation. The three remaining methods utilize the parameters from the fitted mixture 

distributions. Both the pooled and variance weighted average approaches are based on 

a "fixed effects" (FE) model for combining evidence. The FE model assumes that the 0 
8 
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results from each of the bioassays are homogeneous, i.e. samples from a single normal 

population. Under the assumption of homogeneity, each of the bioassays provides an 

estimate of the "true" CPF (= CPF, = CPF, = ... CPF,,,). With the RE model, differences 

in bioassay results are accounted for only by experimental error (intra-study variability). 

The experimental error is modeled as independent and normally distributed. On the other 

hand, the two stage variance weighted average, is based on a "random effects" (RE) 

model. The RE model assumes that each of the bioassay datasets is a random sample 

from a spectrum of true CPF values in a larger superpopulation (Eddy et ai. 1992). The 

RE model assumes that the superpopulation is a normal distribution and that each of the 

bioassay datasets are exchangeable draws from the superpopulation. The RE model 

accounts for two types of random variability: intra-study and inter-study (NRC 1992). 

The FE model assumes that each of the bioassay results are equally predictive. 

As a result, this method is most appropriate for combining uncertainty distributions 

derived from individual bioassays based on the same animal species. In this case, there 

is no issue concerning which animal species best extrapolates to man. However, this 

approach may not be appropriate when different species of animals are tested. The RE 

model is better suited since it yields greater uncertainty than the FE model. 

The first method, overlay average, generates a composite distribution by 

overlaying individual distributions (empirical or fitted). This method "superimposes" the 

uncertainty results from each of the bioassays, regardless of the species tested. lt is 

equivalent to randomly and uniformly selecting a CPF value from any of the rn 

distributions, rather than combining any of the distributions. Given m empirical PDFs for 

CPF uncertainty, where each PDF consists of a histogram of n identically spaced 

histogram bins, the grand histogram is determined as follows: 

The remaining methods utilize several weighted pooling techniques to combine 

information. Similar components from the individual fitted mixture PDFs, each of which 

is characterized by the parameters, wi, ni, xi, s:, (the PDF mixture weight, sample size, 

9 
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bin, , prob,, ] + ... + [ bin,, 9 PrOb,, ] 

+ [ bin, 9 Probz, ] 

PDF # 1 

PDF # 2 

[ bin, 9 prob,, ] + [ 
[ bin, , prob,, 3 + [ bin, , probrz 3 + 

... 
[ bin, , probml ] + [ bin, , prob, ] + ... + [ bin,, , Prob,,,,, ] PDF ## m 

i =m 

C pro41 
+ i l l  bin, , 

m 

i=n 1 r i=m 1 

sample mean and variance, respectively) are combined to yield a single composite 

mixture distribution. a 
The pooled average method assumes that each bioassay uncertainty PDF is a 

... = p,J and a sample from a single population with a common mean (Ho: p, = p2 - 
common (but unknown) variance (Ho: 0: = u, = ... = om?. The best estimate of the 

common, underlying mean and variance is given by the familiar pooled estimates (NRC 

1 992) : 

2 

Pooled Average Grand CPF PDF - ( pp , 0; ) with 

i =m 

f i p  = CWi*5 
i l l  

ni where wi = - 
i =m 

cni 

i=m 
2 

vi *si 
6; = i=l where vi = ni - 1 = &gress offreedom 

1 =m 

C vi 
i=l 

10 
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The variance weighted average method generates a composite value using weights 

that are proportional to information or precision (i.e. the inverse of variance). The best 

estimate of the composite mean and variance is given by the following rule based on 

weighted least squares (NRC 1992, Finney 1978): 

Variance Weighted Average Grad CPF PDF - ( pp , ai ) with 

i =m 

c i l l  Wi *5 Ai where wi = - - 
lip - i=m -2 

c w i  
i=l 

si 

where vi = [L 11 1 - 2  - up - - 
C n i  si 

i=n 

C vi 
i=l 

Since the weights for each distribution are inversely proportional to the variance, 

a distribution with small experimental variability (high precision) has greater influence than 

a distribution with large variability (low precision). Hence, each bioassay is NOT equally 

predictive of the true CPF, and the resulting grand PDF is biased to favor those individual 

bioassay PDFs with the least variance (greatest certainty). It is interesting to note that this 

method is equivalent to the exact closed-form Bavesian solution for a posterior normal 

distribution when both the prior and the likelihood distributions are normal (Eddy et. al. 

1 992). 

The two-stage variance weighted average method generates a composite value 

using weights that attempt to account for the heterogeneity of the bioassay datasets. 

Real differences between the datasets are accounted for by a between study variance, 

?. A non-iterative approach based on the method of moments is used to roughly 

11 
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c w i  
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1 where wi = - 
s: 

The value Q, is a FE model test statistic that measures the degree of homogeneity 

between each dataset's mean CPF (relative to its own variability) and the common pooled 

CPF. Since the number of bioassay datasets to combine is usually small (2-6), Q, will 

often fail to reject homogeneity because of limited statistical power. It is defined as 

follows (Cochran 1937): 
i=n 

1 
Ow = C wi*(Zi - @>' where wi = - 2 

i l l  si 

Note that the FE and RE models differ only in the choice of their weights. In fact, if ? = 

0, then the RE and FE models are equivalent. The best estimate of the composite mean 

and variance is given by the following rule (NRC 1992): 

0 

Two-Stage Variance Weighted Average Grand CPF PDF - ( pp , ai ) with 

w; *zi 
PP - - 1.11 where w; = Ew; 

i=l 

1 

+ T2 
2 '  

Sf 

' i  

i l l  

0 The estimates for the common mean @) for the FE (variance-weighted) and the RE 

12 
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e models are often similar. However, estimates for the common variance (&J are more 

sensitive to the effect of 3. In general, the RE model will generate greater variability than 

the FE model. 

13 
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ORAL CP F (mglkglday)" 

EPA95% MLE Ratio of 

to MLE 
UCL EPA 95% UCL 

II Table 10 - Summary of Oral CPF Results a 

Bis(2-ethylhexyl)phthalate (BEHP) 

1 , 2-Dichloroerhane 

1,1,2,2-Terrachloroerhane 

Chloroform (CHCS) 

Beryllium 

Bromodichloromethane 

0.014 0.0091 1.54 

0.091 0.042 2.17 

0.2 0.1 2.00 

0.0061 0.0030 2.03 

4.3 1.68 2.56 

0.13 0.075 1.73 

Terrachloroerhene (PCE) I 0.051 I 0.039 I 1.31 

1,2-Dichloropropane (EDC) 

1 ,1 ,2-Trichloroethane V C )  

Vinyl Chloride (VCM) 

Polychlorinated Biphenyls (PCBs) 

Chloromethane 

1,l -Dichloroethene (VDC) 

1,l -Dichloroerhane 

0.068 0.036 1.89 

0.057 0.0058 9.83 

1.9 1.6 1.19 

7.7 5.3 1.45 

0.01 3 0.0037 3.51 

0.6 3.70E-14 1.62E + 13 

None 2.73E-24 - 

Tric hloroerhene (TCE) 

Carbon Tetrachloride (CCLJ 

Methylene Chloride (DCM) 

N-nirrosodiphenylamine (NDPA) I 0.0049 I 3.34E-22 I 1.47E+19 

0.011 0.0059 1.86 

0.13 0.087 1.49 

0.0075 0.0035 214 

Chlordane 

Benzo(a) pyrene (BaP) 

1.3 2.9755 4.38E+4 

7.3 1.13E-4 6.46E+4 

a 

response rate. 
Italicized chemicals have at least one dose group with a 0% 

table-1 
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1,l -Dichloroethane 

N-nitrosodiphenylamine 

Table 11 - Oral CPF Uncertainty Probability Distributions 
Single Bioassays 

None 2.73E-24 1.ooO U(5.00E-7 , 2.89E-7) - - 
0.0049 3.34E-22 1.ooO U(5.00E-7 , 2.89E-7) - - 

M E  CPF Uncertainty 

11 Chloromethane I 0.013 I 0.0037 11 0.326 I U(5.00E-7, 2.89E-7) 10.674 I LN(4.43E-3, 3.05E+O) 

11 1,l -Dichloroethene I 0.6 I 3.7E-14 11 0.658 I U(5.00E-7 , 2.89E-7) I 0.342 I TN(2.93E-1 , 1.76E-1) 

Modified data set, sample size reduced from lo00 to 891 data points because of 100 % simulation response 
rate in the high dose group. 
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Table 12 - Oral CPF Uncertainty Probability Distributions 
Multiple Bioassays 

Chemical 

rrichloroethene 

M E  CPF Uncertainty 
Fitted Mixture PDF 

1 .WO TN(1.34E-2,3.44E-3) 

1 .OOO TN(4.94E-3 , 1.71 E-3) 

0.996 TN(l .57E-2,3.52E-3) 

0.569 TN(3.03E-3 , 1.70E-3) 

NTP, 1982 0.019 0.01 3 
(B6C3F1 Male Mice) 

NTP, 1982 0.008 0.005 
(B6C3F1 Female Mice) 

NCI, 1976 0.01 8 0.016 
(B6C3F1 Male Mice) 

U(5.00E-7 , 2.89E-7) 

0.431 

- 
U(5.00E-7 I 2.89E-7) NCI, 1976 

(B6C3F1 Female Mice) 

Geometric Mean I 0.011 I 0.0059 Grand PDF - 
0.891 

Pooled Average 

Variance Weighted Average 0.109 U(5.00E-7 , 2.89E-7) 

TwoStage Variance Weighted Average 

Carbon Tetrachloride CCCL,,) 

Della et al., 1961 1.19 
(Syrian Golden Hamsters) 

Edwards et al., 1942 0.329 
(Inbred L Mice) 

NCI, 1976 0.063 
(B6C3F1 Mice) ' 

1 .ooO TN(7.74E-1 ,259E-1) I 0.735 

1 .ooO TN(2.48E-1 ,4.94E-2) I 0.249 

- 
0.040 0.960 TN(4.75E-2 I 7.73E-3) t 0.850 TN(5.92E-3,2.57E-3) 

0.049 U(5.00E-7 , 2.89E-7) 

I O*Ol1  
NCI, 1976 
(Osborne-Mendel Rats) 

0.150 

- 
U(5.00E-7 , 2.89E-7) 

I 

Geometric Mean I 0.13 0.087 

I I I TN(3.06E-1 , 1.42E-1) Pooled Average 

0.095 U(5.00E-7 , 2.89E-7) 0.905 TN(9.7lE-3 4.98E-3) F TN(8.37E-2,5.72E-2) 

Variance Weighted Average 

Two-Stage Varianceweighted Average 

a Modified data set, sample size reduced from lo00 to 626 data points because of 100% simulation response 
rate in the mid dose group. 
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Table 12 - Oral CPF Uncertainty Probability Distributions 
Multiple Bioassays (Continued) 

Chemical 

~~ 11 Methylene Chloride IDCM) I 
NTP, 1986 0.0026 1.17E-27 I (B6C3F1 Female Mice) 

NCA, 1983 
(B6C3F1 Male Mice) 

Pooled Average 

Variance Weighted Average 

Two-Stage Variance Weighted Average 

Chlordane 

Velsicol, 1973 
(CD-1 Female Mice) 

Velsicol, 1973 
(CD-1 Male Mice) 

NCI, 1977 0.76 8.795-10 
(66C3F1 Male Mice) 

(B6C3F1 Male Mice) 
NCI, 1977 0.25 1.62E-10 

Geometric Mean 1.3 2.97E-5 
~ 

Pooled Average 

Variance Weighted Average 

Two-Stage Variance Weighted Average 

M E  CPF Uncertainty 
Fitted M‘octure PDF 

~~~ ~ 

0.781 U(5.00E-7, 2.89E-7) 0.219 TN(1.37E-1 , 1.14E-3) 

I 

0.049 U(5.00E-7, 2.89E-7) 0.951 TN(7.22E-3, 3.49E-3) 

Grand PDF 

TN(6.14E-3, 3.20E-3) 

0.415 U(5.00E-7, 2.89E-7) 0.585 TN(3.23E-5 2.19E-3) 

I %(5.72E-3-, 5.42E-3) 
I 

0.148 U(5.00E-7, 2.89E-7) 0.852 TN(lSlE+O, 7.88E-1) 

U(5.6E-7 , 2.89E-7) TN(3.25E+O, l.OlE+O) 

0,966 U(5.00E-7, 2.89E-7) 0.034 TN(5.15E-1 4.84E-1) 

~ 

- 
0.545 

Grand PDF 

U(5.00E-7, 2.89E-7) 0.455 
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0.503 U(5.00E-7, 2.89E-7) -r 

Table 12 - Oral CPF Uncertainty Probability Distributions 
Multiple Bioassays (Continued) 

LN(4.70E+O 1.65E+O) 

0.497 LN(4.97E+O 1.62E+O) 

W(4.97E+O I 1.62E+O) 

ORAL CPF 

Chemical 

Neal & Rigdon, 1967 11.5 2.90 
(CFW Male/Female Mice) 

Brune et. al, 1981 4.41 E 8  
(Sprague-Dawley 
Male/Female Rats) 

Pooled Average 

Variance Weighted Average 
~~~~ ~ ~~ 

TwT4tage Variance Weighted Average - 

MLE CPF Uncertainty 
Fitted Mixture PDF 

0.379 U(5.00E-7, 2.89E-7) 0.621 UJ(4.06E+O, 1.72E+O) ?? 
0.627 U(5.OOE-7 , 2.89E-7) 0.373 LN(5.87E+O, 1.65E+O) 

Low-dose extrapolation via LMS model does not conform with tho models as reported in IRIS. 
EPA geometric mean of 4 slope esitmates is 7.3. 
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1,l-Dichloroethene (VDC) 

1 0/06/92 

1.2 2.4E-9 5.04E+8 

~~~~~ 

Table 13 - Summary of Inhalation CPF Results * II 

Trichloroethene (TCE) 0.017 5.4E-6 

Tetrachloroethene (PCE) 0.0738 3.5E-5 

Methylene Chloride (DCM) 0.014 5.6E-12 

Chloroform (CHCLJ 0.081 3.1E-10 

I INHALATION CPF (mg/kg/day)” II 

3.15E+3 

2.11E+3 

9.1 1E+8 

2.61€+7 

Chemical H EPA95% MLE Ratio of I UCL I I EPA95%UCL 

a Italicized chemicals have at least one dose group 
with a 0 % response rate. 
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e 
INHALATION CPF M E  CPF Uncertainty 

(Wkg/day)" Fitted Mixture PDF 
Chemical 

EPA95% M E  Wl U b  1 4  wt2 WUl0)U 
UCL LN(GM I GSD) ---- 

1 , l  -Dichloroethene WDC) 1.2 2.38E-9 1.OOO U(5.OOE-7 2.89E-7) 0.OOO - 

DRAFT 1 OlOsl92 

Table 14 - Inhalation CPF Uncertainty Probability Distributions 
Single Bioassays 

a 
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Table 15 - Inhalation CPF Uncertainty Probability Distribi 
Multiple Bioassays 

INHALATION CPF M E  CPF 
(mg/kg/daY)" Fitted M 

Chemical 
EPA95% M E  Wtl udu IO) 

UCL 

Trichloroethene 

Mattoni, 1986 
(Swiss Male Mice) 

Maltoni, 1986 0.009 5.3E-16 0.775 U(5.00E-7 , 2.89E-7) 
(Swiss Female Mice) 

(B6C3F1 Female Mice) 

(ICR Female Mice) 

Maltoni, 1986 0.013 0.0078 0.147 U(5.00E-7, 289E-7) 

Fukuda et ai., 1986 0.024 0.Ot2 0.096 U(5.00E-7 2.89E-7) 

Geometric Mean I 0.017 I 5.3E-6 11 II 

'oris 

Jncertainty 
iure PDF 

0.921 TN(1.45E-2, 5.8153) I 
0.225 TN(4.20E-3 , 3.07E-3) I 
0.853 TN(7.14E-3, 3.51E-3) I 
0.904 TN(1.15E-2 , 6.48E-3) 

Grand PDF 

Pooled Average 

Variance Weighted Average 0.274 

11 Two-Stage Variance Weighted Average II 
U(5.00E-7 , 2.89E-7) 
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EPA95% MLE 
UCL 

0.121 0.069 

0.101 0.063 

0.0667 0.0490 

I 
Wtl U b ,  4 wt2 

0.209 U(5.00E-7 I 2.89E-7) 0.791 

0.117 U(5.00E-7 I 2.89E-7) 0.883 

0.018 U(5.00E-7 I 2.89E-7) 0.982 

Table 15 - Inhalation CPF Uncertainty Probabiiii Distributions 
Multiple Bioassays (Continued) 

0.0364 

Chemical 

9.6E-12 0.957 U(5.00E-7 2.89E-7) 0.043 

Tetrachloroethene (PCE) 

NTP, 1985 
(Fischer 344 Male Rats) 

NTP, 1985 
(Fischer 344 Female Rats) 

NTP, 1985 
(B6C3F1 Male Mice) 
(carcinoma) 

~~ ~ ~ 

NTP, 1985 
(B6C3F1 Female Mice) 
(carcinoma) 

NTP, 1985 
(B6C3F1 Male Mice) 
(carcinoma/adenoma) 

~~ 

NTP, 1985 
(B6C3F1 Female Mice) 
(carcinomaladenoma) 

MLE CPF Uncerta 
Fitted M'ucture PI 

INHALATION CPF 
(mglkglday)" 

0.250 U(5.00E-7 I 2.89E-7) 0.750 

0.923 U(5.00E-7 , 2.89E-7) 0.077 

0.412 

Geometric Mean 0.0738 

Pooled Average 

Variance Weighted Average 

TwoStage Variance Weighted Average 

Grand PDF 

TN(6.62E-2 I 3.37E-2) 

TN(5.99E-2 , 2.50E-2) 

TN(4.66E-2 , l.27E-2) 

TN(2.26E-2 1.84E-2) 

TN(5.79E-2 , 2.98E-2) 

TN(2.49E-2 , 2.41E-2) 

TN(5.60E-2, 2.57E-2) 

TN(5.OSE-2 1.95E-2) 

TN(5.05E-2 , 1.95E-2) 
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Table 15 - Inhalation CPF Uncertainty Probability Distributions 
Multiple Bioassays (Continued) 

Chemical 

11 Methylene Chloride (DCM) 

NTP, 1986 II (B6C3F1 Female Mice) 

NTP, 1986 ll (B6C3F1 Female Mice) 

7 Pooled Average 

MLE CPF Uncertainty 
Fitted Mixture PDF 

71 0.839 U(5.00E-7 , 2.89E-7) 0.161 TN(1.27E-3, 1.02E-3) 

Variance Weighted Average 

Two-Stage Variance Weighted Average 

0.432 I U(5.00E-7, 2.89E-7) 

Chloroform (CHCLJJ I I------ 
(CD-1 Female Mice) 

Velsicol, 1973 II (Cd-1 Male Mice) 
6.3E-19 1.OOO U(5.00E-7 , 2.89E-7) = T l r  

II Geometric Mean I 0.081 I 3.12E-10 11 
Pooled Average 

Variance Weighted Average 

Two-Stage Variance Weighted Average 

- 
0.568 

Grand PDF 

U(5.00E-7, 2.89E-7) r 
Potency estimates are based on applied dose scale (unit risk in IRIS is based on pharmacokinetics and 
metabolism adjusted internal dose) 
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RISK CALCULATIONS 

Risk characterization involves estimating the magnitude of the potential adverse effects under 

study and presents summary judgments of the nature of the threats to public health. 

Characterization of risks involves combining the results of the exposure and toxicity assessments 

to provide numerical estimates of health risk. These estimates are comparisons of exposure 

levels with appropriate RfDs or estimates of the lifetime cancer risk with a particular intake. 

Risk characterization also considers the nature and weight of evidence supporting these risk 

estimates and the magnitude of uncertainty surrounding those estimates. 

1.0 Quantify Risks From Each Contaminant 

The health risks from each contaminant were calculated using two methods: one to determine 

carcinogenic effects and another for noncarcinogenic effects. 

1.1 Carcinogenic Effects 

b 

The folEowing calculations were used to obtain numerical estimates of lifetime cancer risks: 

where: 

RISK = potential cancer risk adjusted for lifetime exposure 

SF = slope factor, for chemicals (mg/kg/day)-*, for radionuclides 

INTAKE = chemical intake (mg/kg/day), or radionuclide intake @Ci) 

(unitless) 

@Ci)-' 

Estimated intakes for receptors are presented in Attachment F4. Slope factors were extracted 

from IRIS and HEAST and are presented in Tables F4-2 and F4-3, Section F4-4. Inhalation 

slope Edetors were multiplied by inhalation intakes to estimate risk and oral ingestion slope 

October 1992 &aft 
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@ factors were used with ingestion intakes to estimate risks. It should be noted that chemical slope 

factors are extrapolated from animal experiments and based on the 95 percent upper confidence 

level, while radionuclide slope factors are best estimates derived from human epidemiological 

studies. 

1.2 Noncarcinogenic Effects 

Health risks associated with exposure to noncarcinogenic compounds were evaluated by 
calculating a hazard index. The noncancer hazard quotient is the ratio of the intake rate to the 

RfD, as follows: 

HQ = INTAKE/RfD (2) 

where: 

HQ = Noncancer Hazard Quotient 
INTAKE = Chemical intake (mg/kg/day) 
RfD = Reference Dose (mg/kg/day) 

Chronic reference doses were extracted from IRIS and HEAST and are presented in Table F4-1 
in Section F4.0. Similar to slope factors, RfDs for inhalation and oral ingestion were used for 

inhalation and oral intakes respectively. 

2.0 Quantify Risks From Multiple Contaminants 

The summed carcinogenic and noncarcinogenic effects for multiple contaminants were calculated 

using the following two methods. 

2.1 Carcinogenic Effects 

Cancer risks were summed separately across aIl chemical carcinogens, and across all 

radionuclides considered in the risk assessment using the following equation: 

October 1992 Dnh 
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RISK, = Z R I S K ,  

where: 

RISK, = 
RISK, = 

the total cancer risk, expressed as a unitless probability 
the risk estimate for the i* substance 

This equation is an approximation of the precise equation for combining risks to account for the 

probability of the same individual developing cancer as a consequence of exposure to two or 

more carcinogens. This risk summation assumes independence of action by the compounds 

involved. Several limitations are posed by using this approach as discussed in RAGS @PA 
1989a). For example, no attempt was made to add carcinogenic risk across the three pertinent 

weight-of-evidence cancer classes. 

2.2 Noncarcinogenic Effects 

Hazard indices were summed for those chemicals known to produce similar adverse effects in 

the same target organ using the following equation: 

HI=C- Ei 
RfD, 

(4) 

HI = Hazard Index 
E, = exposure level (intake) for the i* toxicant 
RfDi = reference dose for the i* toxicant 
E and RfD are expressed in the same units and represent the same exposure period 

Limitations on the application of this procedure are discussed in RAGS (EPA 1989a). 

October 1992 D d t  
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@ 3.0 Combining Risks From All Pathways From All Contaminants 

After reasonable exposure pathway combinations were identified, the likelihood that the same 

individuals would consistently be exposed by more than one pathway was evaluated. No 
situations were identified where it would be unlikely that a receptor could not be exposed by 

several scenario pathways in combination. Tables 1 and 2 present the carcinogenic risks and 

noncarcinogenic hazard indices, respectively for all scenarios. Each table is organized by 

contaminant and pathway, and presents subtotals for each contaminant and pathway. However, 

these two tables provide only the numerical estimates. For a descriptive risk summary and 

numerical summary refer to Section F6 (Risk Characterization). Table 3 provides the 

contribution (in percentages) to risk by target system. 

4.0 POPULATION RISK CRARACTERlZATION 

a The collective risk to the population within 80 km of OU1, relative to the maximally exposed 

off-site individual risk, was assessed for the airborne contaminant dispersion pathway. The 

MILDOS-AREA code was used to model the dispersion of wind-blown contaminants from OU1 
by using U-238 as a reference contaminant. 

The 1989 population within 80 km of OU1 was obtained from DOE (1990b). The number of 
people in each of 16 compass directions and 10 radial distances (0-1, 1-2, 2-3, 3-4, 4-5, 5-10, 
10-20, 20-30, 30-40,40-50 miles) were entered in a spreadsheet. Since MILDOS-AREA does 

' not allow the user to change the default radial distances used by the code, the population array 
had to be transformed accordingly. The population numbers in the original data were adjusted, 

using area-weighted scaling factors, to fit into the 12 radial distances required by the code (0-2, 

2-3, 3-4, 4-5, 5-10, 10-20, 20-30, 30-40, 40-50, 50-60, 60-70, 70-80 km). 

October 1992 Dmft 
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Six MILDOS-AREA simulations were performed, each assuming a unit concentration of U-238 

in soil at OU1. Each simulation was performed over a separate radial population band: 0-5,5- 

10, 10-20,2040,40-60, and 60-80 km from the site. Figure 1 shows the number of people in 

each population band. The resulting collective dose for each population band, calculated by the 

code in person-rem, was converted to person-mrem and ratioed to the dose in mrem for the 

maximally exposed off-site individual. Assuming that the relationship between radiation dose 

and risk is linear, this ratio also represents the collective risk relative to the risk to the 

maximally exposed off-site individual, resulting in a set of population risk factors normatized 

to unit maximum individual risk. These normalized risk factors (NRF) were summed over the 

six radial population bands to obtain a total NRF for the population within 80 km of the site. 

The collective NRF for each of the six population bands was divided by the population within 

each band to obtain a per-capita NRF in each population band. The total collective NRF was 
then divided by the total population to obtain a per-capita average NRF for the entire assessment 

area. It should be noted that these NRFs are valid for one year of exposure only (1989). They 

do not account for increases or decreases in population over the 30 years during which the 

individual is assumed to be exposed. If population changes are anticipated over a 30-year 

period, and such changes occur uniformly over the assessment region, the collective NRFs 

should be adjusted by the mean population during the 30-year assessment period. It should be 

noted that if population changes are uniform throughout the assessment region, the per-capita 

NRFs will not be affected; however, per-capita NRFs should be adjusted by the ratio of mean 
individual residence time to the 30-year residence time assumed for the maximally exposed off- 

site individual. 

Figure 2 shows the collective NRFs for each population band and the total population. Figure 

3 shows the per-capita NRFs for each population band and the total population. As expected, 

per-capita risks shown in Figure 3 decrease as a function of distance due to atmospheric 

dispersion. Figure 2 is obtained by multiplying the population in each band (Figure 1) by the 

Octaber 1992 D d t  
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@ per-capita risk (Figure 3). Table 4 shows the estimated collective and per-capita risks based on 

the calculated risk to the maximally exposed off-site individual. 

Risk factors for radionuclides are based on fatalities while slope factors for nonradiological 

carcinogens are based on incidence. Therefore to calculate the estimated risk to the maximally 

exposed off-site individual, the sum of the radiological risks Was added to one-half the sum of 

the nonradiological carcinogenic risks (National Cancer Institute 1987). 

To calculate the maximum on-site individual risk for the hypothetical future resident, the area 

of land was estimated as well as the average number of households and people per household. 

OU1 consists of 18.74 acres minus 10% for roads and utilities which equal 16.9 useable acres 

for residential building. Assuming each lot is 0.25 acres a total of approximately 67 residential 

lots are possible. Assuming four individuals per household equates to 268 hypothetical future 

onsite residents. The risk for the maximally exposed future on-site individual is 2.51E-05, 

therefore the collective risk is equal to 268 individuals times 2.5 1E-05 which is equal to 6.73E- 

03. Estimates indicate that even under ideal conditions there is not enough ground water to 

support even a small fraction of this projected population. 

0 
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Figure 1. 1989 Population Distribution in Radial Bands up to 80 km from OU1. 
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Figure 2. Collective Normalized Risk Factors. 
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Figure 3. Per-Capita Normalized Risk Factors. 
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TABLE 4 

BASED ON AN ESTIMATED RISK TO MAXIMALLY EXPOSED 
COLLECTIVE AND PER-CAPITA POPULATION RISKS 

OFF-SITE INDIVIDUAL OF 3.81 Eo9 

0-5 km 

5-10 km 

8.96E-08 1.21E +02 7.4 1E-10 

2.43E-05 6.67E+04 3.64E-10 

10-20 km 

20-40km 

40-60km 

60-80 km 

0-80 km 

October 1992 Dnff 
@:\EBRFPBOA\649\AC?iF6 .RV2) 

~ ~ ~~ ~ ~ ~ ~ 

4.79E-05 4.18E +OS 1.15E-10 

4.34E-05 1.02E+06 4.25E-11 

1.12E-05 4.42E+05 2.54E-11 

3.87E-06 2.58E+05 1.5OE-11 

1.31E-04 2.21E+06 5.93E-11 
a 
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MONTE CARU) SIMULATION 

The Monte Carlo simulation is a technique that can be used to provide a probability 

function of estimated risk using random values of exposure factors and toxicity values in an 

exposure scenario. The Monte Carlo simulation involves assigning a joint probability 

distribution to the input variables (i.e., exposure factors) of an exposure scenario. Next, a 
large number of independent samples from the assigned joint distribution are taken and the 

corresponding outputs calculated. This is accomplished by repeated computer iterations 

through the problem using random numbers to assign values to the exposure factors. The 

simulated output represents a sample from the true output distribution. Methods of statistical 

inference are used to estimate, from the output sample, some parameters of the output 

distribution, such as percentiles and the expected value. 

Exposure Parameter Distributions 

The selection of probability distributions as inputs to exposure and risk models was 
conducted according to guidance in the Exposure Factors Handbook (EFH)(EPA 19894): 

"In general, the selection of a probability distribution to represent an input factor in 
the exposure models should be based upon any gathered information about that factor, 
theoretical arguments, and/or expert opinions. A probability distribution can be 
ascertained for such information as the following: general shape of the distribution, 
minimum, maximum, mode, mean, median, midrange, and other percentiles. 
Available data on the probability distributions for each of the exposure factors 
discussed in this handbook have been presented in previous sections. When 
distribution data are not available, distributions can be assigned using professional 
judgement. The following considerations are relevant to the process of selection: 

e A uniform distribution would be used to represent a factor when 
nothing is known about the factor except its finite range. The use of a 
uniform distribution assumes that all possible values within the range 
are equally likely. 

0 If the range of the factor and its mode are known, then a triangular 
distribution would be used. 
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If the factor has a finite range of possible values and a smooth 
probability function is desired, a Beta distribution (scaled to the desired 
range) may be most appropriate. The Beta distribution can be fit from 
the mode and the range that defines a middle specific percent (e.g., 95 
percent) of the distribution. 

If the factor only assumes positive values, then a Gamma, Lognormal, 
or Weibull distribution may be an appropriate choice. The Gamma 
distribution is probably the most flexible; its probability function can 
assume a variety of shapes b y varying its parameters and it is 
mathematically tractable. These distributions also can be fit from the 
knowledge of the mode and the percentiles that capture the middle 95 
percent of the distribution. 

If the factor has an unrestricted range of possible values and is 
symmetrically distributed around its mode, then a normal distribution 
may be an appropriate distribution. 

e Unless specific information on the relationships between exposure 
parameters is available, assume values for the required input parameters 
are independent". 

Although the exact shape of many of the distributions is not known,the estimated 

distributions approximate the current state of knowledge about these variables much better 

than a single point estimate. From the data presented in EFH, it may be seen that for each 

variable, a range of values exists. In many cases, additional information such as central 

tendency values (e.g., mean, median) and/or percentiles is provided. Selection of a single 

point estimate from such data is a significant loss of information. In effect, a point estimate 

is a distribution in which a single value has a one hundred percent chance of occurring, and 

all other values have no chance of occurring. The data presented in EFH is capable of 

providing much more information than a single point estimate, particularly for the purpose of 

risk assessment. 

One commonly voiced concern with Monte Carlo simulation is that if the exact 

distributions of the parameters are not known, the mechanics of the simulation may introduce 

an artificial uncertainty into the result (Le., in addition to the true uncertainty). This can 
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@ occur if distributions are used which are not representative of the available data, especially if 

the range of the estimated distribution greatly exceeds the range of the data. In that case, the 

simulation will occasionally Sample these extreme values, resulting in exaggerated extremes 

in the resultant distribution. 

In order to reduce the chance of introducing artificial extremes, the estimated 

distributions have been truncated at the minimum and maximum values presented in the data. 

In some cases it is possible to have real world extremes beyond these data values, however 

EPA data was used to provide a consistent approach. This truncation at or within minimum 
and maximum data values may yield results that do not reflect the full range of variability, 

but the results will provide information on a large proportion of that variability. 

A further consideration is that exposure parameters may not be independent. For 

example, there is typically a positive correlation between inhalation rate and body weight. 

Single values representative of particular correlations were not identified in EPA literature, 

so correlation between parameters was not included in the simulations. Since distributions 

were truncated to reduce combinations of extreme values, the effect of not including 

correlation of the parameters is reduced. 

a 

The human exposure parameters associated with predominant risk pathways at OU1 
are body weights, inhalation rates, plant ingestion rates, exposure duration, exposure 

frequency, and averaging times. To illustrate the uncertainty characteristic of the five 

scenarios presented, the hypothetical future on-site resident adult was selected. The 

following is a discussion of the sources and professional judgement used to estimate each 

parameter distribution. 

October 1992 DNA 
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Bodv Weight 

Percentile values for adult male body weight are presented in EFH page 5-42. The 

average values for ages 18 to 75 directly into a cumulative distribution. The minimum and 

maximum average values presented in the table were used to define the extremes of the 

cumulative distribution. Although the percentile data were used directly, it is worth noting 

that body weight approximates a normal distribution (EPA 19894). 

Inhalation Ra te 

The Supplemental Guidance to Risk Assessment Guidance for Superfund (RAGS) 

(EPA 1991b) states an average indoor inhalation rate of 13 cubic meters per day [d/day] 

and a "highest weekly inhalation rate" for residents of 18.3 m3/day. The minimum value 

was identified on page 3-4 in EFH as 0.3 m3/hr for adult resting females, or 7.2 m3/day. 

Since breathing rate may be estimated as a linear function of body weight (EPA 1985), it 

also approximates a normal distribution. With the total indoor and outdoor rate of 20 m3/day 

assumed to represent the 99 percentile, the standard deviation may be derived as 2.7 m3/day 

([20 - 13]/2.58). The distribution was truncated at 7.2 m3/day and 20 m3/day. 

Ingestion Rae 

A discussion of various values for ingestion rate is presented in section 2 of EFH. 
Point estimates of 50 grams per day b/day] and 28 g/day are recommended for homegrovtn 

vegetables and fruits, respectively. The range stated for homegrown vegetables was derived 

by multiplying the fraction ingested from homegrown sources (range 0.04 to 0.75) times the 

value listed for total ingestion of vegetables (200 g/day), yielding a range of 8 to 150 g/day. 

The "reasonable worst case" value for homegrown vegetable ingestion was stated as 80 g/day 

and was assumed to represent the 90 percentile. Similarly, the range for homegrown fruits 

was derived as 12.6 to 46.2 g/day, with a "reasonable worst case" states as of 42 g/day. For 
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@ vegetables and fruits combined, a truncated normal distribution was used with a mean of 78 

g/day. Using the total "reasonable worst case" for vegetables and h i t s  combined of 142 

g/day, the standard deviation was derived as 26.7 g/day ([122 - 78]/1.96). The distribution 

was truncated at the minimum and maximum sums for vegetables and fruits, 20.6 and 
196.2 g/day respectively. 

- msure Durabon 

Percentile values for exposure duration are presented in EFH page 5-33. The 

cumulative percentile values were summed from the information provided for each time 

period and entered directly into a cumulative distribution. The lowest value presented in the 

table was used to define a minimum of zero and professional judgement was used to assign a 
maximum of 70 years for the cumulative distribution. 

L- n a 
Exposure frequency may range from zero up to 365 days per year. No information 

about the central tendency or percentile was identified. According to EFH, it is appropriate 

to assume a uniform distribution if only the range is known. Professional judgement was 

used to identify a minimum that appears more reasonable than zero days per year, because it 

would seem pointless to live somewhere if one were never there. A reasonable minimum of 

124 days/year was identified based on a person that might travel extensively for work but be 
home on weekends, holidays, and vacation days. 

Averagine Time 

Although RAGS suggests a point estimate of 70 years for averaging time, EFfI states 
a mean life expectancy of approximately 75 years in part II, section 1. Professional 

judgment was used to estimate minimum and maximum values. Humans sometimes die at 
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birth and rarely live past the age of 110 years, however, the likelihood of occurrence is 

known to drop quite rapidly as these extremes are approached. On this basis, a truncated 

normal distribution was selected. The standard deviation was estimated to be 13.6 years 

( [ l lO  - 75]/2.58]). The distribution was truncated at the maximum value of 110 years, but 

the minimum value was truncated within the range at the five standard deviation value 

recommended by the computer software. 

. .  . Toxicitv Co n stan t Distn bubo nS 

Distributions for toxicity constants were derived from EPA animal data using a non- 

parametric bootstrap procedure and are presented in Attachment F-5. Where available, the 

histogram output of the procedure was used, alternatively, summary statistics were used to 

enter the distribution providing the best fit. 

Contaminant Concentration Distributions 

Summary statistics of site data were used to identify contaminant concentration 
distributions. Where the data passed goodness of fit tests for normal or lognormal 

distributions, these were used. If the data fit neither normal or lognormal distributions, 

either a uniform distribution (ranging from a minimum to maximum) was used, or the data 

were entered in histogram form. 

Contaminant distributions were estimated using Monte Carlo simulations involving the 

equations for inhalation and food ingestion described in Attachment F-3. The Monte Carlo 

simulation was used again as intakes distributions were multiplied times the toxicity 

6 



a distributions to estimate risk distributions. The risk distributions were annotated to show the 

approximate relation of the EPA RME point estimate in relation to various percentiles. 

Numerical and graphical results are presented for two risk-dominant pathways 

identified for the hypothetical on-site residential adult, indoor inhalation of volatile organic 

compounds, and ingestion of homegrown fruits and vegetables contaminated with polycyclic 

aromatic hydrocarbons and polychlorinated biphenyls (see Attachment F7-1). Since human 

exposure parameters (ingestion rate, inhalation rate, exposure frequency, exposure duration, 

body weight, and averaging time) remained the same for each class of contaminant, they are 

presented only once. Following these, distributions specific to each contaminant 

(concentration, intake, toxicity, and risk) are presented for 1 , l  dichloroethene, carbon 

tetrachloride, dibenzo(a, h)anthracene, benzo(a)pyrene, benm(a)anthracene, 

benzo(b)fluoranthene, benzo(k)fluoranthene, and AROCLOR-1254. 

October 1992 hft 
(P:\EBRFPBOA\649\CW,RV2) 7 



F7-1 
MONTE CARLO SIMULATION RESULTS 



II 
II 
II 
II 
II 
II 
II 
II 
II 
II 

ii 
II 
ll 
II 
II 
II 
II 

- 
0 

e 

5 

Q 
L, 

E 
m a 

0 c Q c 

I II 



I I I 

I I I I I 
I I I 1 I 

a 

0 



a 

C 
C 
C 
r 

I I I I t 
I I I I I 0 



> 
0 
Z 
W 
2 
0 
W 
a 
U 
W 
a 
2 
v) 
0 
Q 
X 
W 

I 
I 

I 

6 

t 

I 

I 
I 
I 

I 

I 
I 

I 

I 

I 

I 

I 
I , 

I 

I 
I 

6 

! 

I 

I 
I 
9 

, 

, 
, 
I 
I 

I 

I 

t 

I 

I 
I 
9 

I 
I 

I 

I 
I 
I 

, 
, 
, 
I 
I 

I 

I 

I 
I 

I 

I 

I 

I 

I 
I 

I 

6 

0 

0 

I 
I 
I 

I 

0 

I 

I 

I 

a 



Z 
0 

E 
3 

W 
U 
3 

0, 
X 
W 

n 

8 

0 

I 

I 
I 
I 

1 

I 

I 
I 
I 

I 

I 
I 

6 

I 

I 
I 

I 

I 
I 
6 

, 
I 

6 

I 
I 
I 

, 

I 
I 

, 

I 

, 
I 
I 
I 

, 
I 

I 

I 

I 
I 
0 

I 

I 

l 

I 

I 

I 
I 

, 
I 

I 

I 
I , 
t 

, 
I 

6 

I 
I 
I 

, , 
I 

I 
I 

4 

I 

I 
I 

4 

I 

I 
I 

I 
I 

# 

I 

I 

I 
I 
I 

# 

I 

I 

I 

I 
I 

I 





I I I I I ~~ 

I I I I 1 
I I I I I 



Units = 
Maximum Result = 
Minimum Result = 
Range of Possible Results = 
Chance af Positive Result = 
Chance of Negative Result = 
Standard Deviation = 
Skewness = 
Kurtosis = 
Variance = 
ERRS Caiculated = 
Values FiHered = 
Simulations Executed = 
Iterations = 

Percentile Probabilities 
(Chance c = Shown Value) -------------------- .................... 
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Carbon Tetrachloride 
Inhalation of VOCs - Future On-Site Resident (Adult) 
@RISK: Simulation Statistics 
20- Oct- 1992 CONCENTRATION TOX CONSTANT RISK INTAKE 
Worksheet: CARBTET.WK3 (In Cell A:B17) (in Cell A:B19) (in Cell A:B20) (In Cell A:B18) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

Units = 
Maximum Result = 
Minimum Result = 
Range of Possible Results = 
Chance of Positive Result = 
Chance of Negative Result = 
Standard Deviation = 
Skewness = 
Kurtosis = 
Variance = 
ERRS Calculated = 
Values Filtered = 
Simulations Executed = 
Iterations = 

Percentile Probabilities 
(Chance < = Shown Value) 
========'====='==PIS 
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Dibenzo(a, h)anthracene 
Ingestion of Vegetables and Fruits - Future On-Site Resident (Adult) 
@RISK: Simulation Statistics 
15-0ct- 1992 CONCENTRATION TOXCONSTANT RISK INTAKE 
Worksheet: D IBENZ.WK3 (in Cell A:B19) (in Cell A:B21) (in Cell A:B22) (in Cell A:B20) 
=========EX==================-====== 

mg/kg/day ----- Units = mglkg l/(mg/kg/day) 
Maximum Result = 0.005307786 14.40409 0.000041 92435 6.331 6 1700E - 06 
Minimum Result = 0.0009753573 0.0005832346 1.21616100E-11 3.37732500E- 10 
Range of Possible Results = 0.0043 32428 14.40351 0.00004 1 924 34 6.33 1 27900E - 06 
Chance of Positive Result = 100 100 100 100 
Chance of Negative Result = 0 0 0 0 
Standard Deviation = 0.001268267 3.4081 08 2.55247500E-06 5.31559900E-07 
Skewness = -0.021 70196 1.1 10838 7.063438 4.020757 
Kurtosis = i . m i a 3  3.262399 83.22044 29.247 12 
Variance = 1.60850200E-06 11.6152 6.51513000E-12 2.82556000E-13 
ERRS Calculated = 0 0 0 0 
Values Filtered = 0 0 0 0 
Simulations Executed = 1 1 1 1 
tterations = 1000 1 000 1000 1000 

Percentile Probabilities 
(Chance < = Shown Value) 
------------------=- ------------------ - 

0% 
5% 
10% 
15% 
20% 
25% 
30% 
35% 
40% 
45% 
50% 
55% 
60% 
65% 
70% 
75% 
80% 
85% 
90% 
95% 
100% 

0.001 
0.001 1 
0.0013 
0.0015 
0.0018 
0.002 

0.0022 
0.0025 
0.0027 
0.0029 
0.0031 
0.0034 
0.0036 
0.0038 
0.004 

0.0042 
0.0044 
0.0047 
0.0049 
0.006 

0.0053 

0.0006 
0.0231 
0.0393 
0.0634 
0.0793 
0.101 

0.1279 
0.1494 
0.168 
0.182 

1.5973 
2.563 
2.882 

3.1884 
3.7787 
4.8727 
5.7044 
6.8763 
8.1044 

10.1765 
14.4041 

1.00000000E- 1 1 
1.00000000E - 09 
3.00000000E -09 
7.00000000E - 09 
1.00000000E- 08 
1.00000000E - 08 
2.00000000E-08 
3.0000 OOOOE - 08 
5.00000000E- 08 
7.00000000E-08 
1.00000000E-07 
1.0000OOOOE-07 
2.00000000E - 07 
4.00000000E - 07 
6.00000000E -07 
9.00000000E-07 
1.00000000E- 06 
1.00000000E-06 
2.00000000E-06 
4.00000000E-06 

0.00004 

3.00000000E- 10 
1.00000000E-08 
2.00000000E-08 
4.00000OOOE - 08 
5.0000 OOOOE - 08 
7.00000000E - 08 
9.00000000E -08 
1.0000OOOOE-07 
1.00000000E - 07 
1. OOOOOOOOE - 07 
1.00000000E - 07 
2.000000OOE-07 
2.00000000E-07 
3.000000OOE-07 
3.000000WE - 07 
4.0000OOOOE- 07 
5.00000000E-07 
6.00000000E -07 
8.00000000E-07 
1.00000000E-06 
6.0000OOOOE-06 
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Benzo(a) pyrene 
Ingestion of Vegetables and Fruits - Future On-Site Resident (Adult) 
@RISK: Simulation Statistics 
15- OCt- 1992 CONCENTRATION INTAKE TOX CONSTANT RISK 
Worksheet: BAP.WK3 (in Cell A:B 19) (in Cell A:B20) (in Cell A:B21) (in Cell A:B22) 

Units = 
Maximum Result = 
Minimum Result = 
Range of Possible Results = 
Chance of Positive Result = 
Chance of Negative Result = 
Standard Deviation = 
Skewness = 
Kurtosis = 
Variance = 
ERRS Calculated = 
Values Filtered = 
Simulations Executed = 
Iterations = 

Percentile Probabilities 
(Chance < = Shown Value) 
=============e====== 

0% 
5% 
10% 
15% 
20% 
25% 
30% 
35% 
40% 
45% 
50% 
55% 
60% 
65% 
70% 
75% 

85% 
90% 
95% 
100% 

80% 

mg/kg 
0.0007 02667 9 
0.0006742459 

0.000028421 99 
100 

0 
4.2399 1 OOOE - 06 

-0.007063825 
3.1836 18 

1.79768300E- 11 
0 
0 
1 

lo00 

0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 
0.0007 

m g/kg/day 
7.01 669500E-07 
8.33993300E- 12 
7.01661 100E-07 

100 
0 

1.0330 1 SOOE - 07 
2.2639 59 
9.241535 

1.06712000E-14 
0 
0 
1 

1000 

8.00000000E- 12 
3.00000000E-09 
6.00000000E-09 
1. OOOOOOOOE -08 
1.00000000E - 08 
1 .OOOOOOOOE - 08 
2.00000000E - 08 
3.00000000E- 08 

4.00000000E-08 
5.00000000E -08 
6.00000000E-08 
7.OOOOOOOOE-08 
8.00000000E- 08 
9.00000000E -08 
1.00000000E- 07 
1.00000000E - 07 
1.00000000E-07 
2.00000000E- 07 
2.00000000E - 07 
7.00000000E-07 

~ . O O O O O O O O E - ~ ~  

1 /(m g/kg/day) 
14.54621 

0.0003759006 
14.54583 

100 
0 

3.378223 
1.193285 
3.626007 
11.41239 

0 
0 
1 

lo00 

0.0004 
0.0189 
0.0415 
0.0615 
0.0794 
0.1026 
0.1196 
0.1403 
0.1638 
0.1878 
1.6637 
2.4352 
2.801 1 
3.0687 
3.71 05 
4.9564 
5.7909 
6.5754 
7.7884 

10.2346 
14.5462 

----- 
4.93995400E- 06 
9.86130800E-13 
4.9399 5300E - 06 

100 
0 

5.49826700E -07 
4.2071 TI 
25.961 62 

3.02309400E- 13 
0 
0 
1 

lo00 

9.00000000E - 13 
3.00000000E-10 
8.OOOOOOOOE - 10 
1.0000OOOOE-09 
2.00000000E -09 
4.00000000E- 09 
6.00000000E - 09 
9.00000000E-09 
1.00000000E-08 
1.00000000E-08 
2.00000000E - 08 
4.00000000E-08 
6.00000000E- 08 
1. OOOOOOOOE - 07 
1.00000000E - 07 
2. OOOOOOOOE - 07 
3.0000OOOOE - 07 
4.00000000E-07 
7.0000OOOOE- 07 
1.0000OOOOE-06 
4.00000000E- 06 
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Benzo(a)anthracene 
Ingestion of Vegetables and Fruits - Future On-Site Resident (Adult) 
@RISK: Simulation Statistics 
16-OCt-1992 CONCENTRATION TOX CONSTANT RISK INTAKE 
Worksheet: BENANTH.WK3 (in Cell A:B19) (in Cell A:B21) (in Cell A:B22) (in Cell A:B20) 

Units = 
Maximum Result = 
Minimum Result = 
Range of Possible Results = 
Chance of Positive Result = 
Chance of Negative Result = 
Standard Deviation = 
Skewness = 
Kurtosis = 
Variance = 
ERRS Calculated = 
Values Filtered = 
Simulations Executed = 
Herations = 

Percentile Probabilities 
(Chance < = Shown Value) .................... .................... 

0% 
5% 
10% 
15% 
20% 
25% 
30% 
35% 
40% 
45% 
50% 
55% 
60% 
65% 
70% 
75% 
80% 
85% 
90% 
95% 
100% 

mglkg 
0.005825486 
0.0055981 43 

0.0002273433 
100 

0 
0.00003533632 

0.001 956942 
2.934086 

1.24865600E - 09 
0 
0 
1 

to00 

0.0056 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0057 
0.0058 
0.0058 
0.0058 
0.0058 

Wmg/kg/day) 
1 .e43838 

4.221 07300E-06 
1 A43834 

100 
0 

0.337373 1 
1.111664 
3.309313 

0.1 138206 
0 
0 
1 

lo00 

4.00000000E- 06 
0.0022 
0.0042 
0.0069 
0.0089 
0.0107 
0.012 
0.014 

0.0161 
0.0182 
0.0198 
0.2425 
0.2873 
0.3247 
0.3812 
0.5076 
0.565 

0.6812 
0.7898 
0.9933 
1.4438 

----- 
5.5375 6200E - 06 
7.841 331 OOE- 12 
5.53755400E- 06 

100 
0 

4.72776500€ - 07 
5.6058 95 
45.4569 

2.2351 7600E- 13 
0 
0 
1 

lo00 

7.00000000E-12 
3.00000000E - 10 
8.00000000E- 10 
1.00000000E-09 
2.00000000E -09 
3.00000000E -09 
4. OOOOOOOOE - 09 
6.00000000E- 09 
9.0000OOOOE-09 
1.0000OOOOE-08 
2.00000000E- 08 
3.00000000E- 08 
5.00000000E-08 
8.00000000E - 08 
1.00000000E-07 
1.00000000E - 07 
2.00000000E- 07 
3.00000000E - 07 
5.00000000E-07 
8.00000000E - 07 
5.00000000E-06 

mg/kg/day 
9.12289800E - 06 
1.1641 1600E-09 
9.12173300E-06 

100 
0 

9.9 1 2585WE - 07 
3.251414 
18.15742 

9.82593500E- 13 
0 
0 
1 

lo00 

1.00000000E - 09 
2.00000000E - 08 
6.00000000E - 08 
9.00000000E -08 
1.00000000E - 07 
1.00000000E-07 
2.00000000E-07 
2.00000000E - 07 
3.00000000E-07 
3.OOO00000E - 07 
4.00000000E-07 
5.00000OOOE - 07 
6.0000OO00E - 07 
7.0000OO00E- 07 
8.00000000E-07 
9.00000000E - 07 
1.00000000E-06 
1.00000000E-06 
1.00000000E - 06 
2.00000000E - 06 
9.0000 0000E - 06 
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Benzo( b)fluoranthene 
Ingestion of Vegetables and Fruits - Future On-Site Resident (Adult) 
@RISK: Simulation Statistics 
15- OCt- 1992 CONCENTRATION TOX CONSTANT RISK INTAKE 
Worksheet: BENBFLU.WK3 (in Cell A:B19) (in Cell A:B21) (in Cell A:B22) (in Cell A:B20) ....................................................................... ....................................................................... 
Units = 
Maximum Result = 
Minimum Result = 
Range of Possible Results = 
Chance of Positive Result = 
Chance of Negative Result = 
Standard Deviation = 
Skewness = 
Kurtosis = 
Variance = 
ERRS Calculated = 
Values Filtered = 
Simulations Executed = 
Iterations = 

Percentile Probabilities 
(Chance < = Shown Value) ------------------ ------------------== 

0% 
5% 
1 0% 
15% 
20% 
25% 
30% 
35% 
40% 
45% 
50% 
55% 
60% 
65% 
70% 
75% 
80% 
85% 
90% 
95% 
100% 

m g/kg 
0.0008535323 
0.000826151 9 

0.00002738036 
100 

0 
4.1 00424WE - 06 

-0.0666623 
3.2745 95 

1.68134800E- 11 
0 
0 
1 

1000 

0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0008 
0.0009 

WWkg/daYl 
1.374495 

3.791 76900E-06 
1.374491 

100 
0 

0.3206249 
1.152882 
3.444646 

0.1028003 
0 
0 
1 

lo00 

3.00000000E-06 
0.0025 
0.0043 

0.007 
0.0078 
0.0098 
0.0114 
0.0135 
0.0154 
0.0173 
0.0192 
0.2228 
0.2581 
0.3053 
0.3689 
0.4588 
0.5392 
0.6281 
0.7546 
0.9139 
1.3745 

----- 
5.17505200E - 07 
1 .lo71 9000E- 14 
5.1 7505200E - 07 

100 
0 

5.451 531 ME- 08 
3.307865 
17.49739 

2.971 91 900E- 15 
0 
0 
1 

lo00 

1.00000000E - 14 
4.00000000E- 11 
1.00000000E-10 
2.00000000E- 10 
3.00000000E- 10 
4.00000000E- 10 
6.00000000E- 10 
9.00000000E- 10 
1.00000000E - 09 
1.0000OOOOE-09 
2.00000000E - 09 
3.00000000E-09 
5.00000000E- 09 
1.00000000E-08 
1.00000000E - 08 
2.00000000E- 08 
3.00000000E-08 
5.00000000E-08 
8.0000OOOOE-08 
1.00000000E- 07 
5. OOOOOOOOE - 07 

m g/kg/day 
1.25363500E - 06 
4.69845400E- 11 
1.25358800E - 06 

100 
0 

1.30505800E - 07 
2.807079 
1 6.1 4627 

1.7031 7700E- 14 
0 
0 
1 

1000 

4.00000000E- 11 
4.0000OOOOE - 09 
8.00000000E- 09 
1.00000000E - 08 
1.00000000E-08 
2.00000000E- 08 
2.00000000E -08 
3.00000000E - 08 
4.0000 OOOOE - 08 
5.00000000E-08 
6.00000000E - 08 
7.00000000E-08 
8.0000OOOOE - 08 
1.00000000E-07 
1.00000000E - 07 
1.00000000E-07 
1.00000000E-07 
2.00000000E -07 
2.00000000E - 07 
3.0000 0000E- 07 
1.00000000E-06 
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Bento(k)fluoranthene 
Ingestion of Vegetables and Fruits - Future On-Site Resident (Adult) 
@RISK: Simulation Statistics 
15- OCt- 1992 CONCENTRATION TOX CONSTANT RISK INTAKE 
Worksheet: BENKFLU.WK3 (in Cell A:B 19) (in Cell A:B21) (in Cell A:B22) (in Cell A:B20) ....................................................................... ....................................................................... 
Units = 
Maximum Result = 
Minimum Result = 
Range of Possible Results = 
Chance of Positive Result = 
Chance of Negative Result = 
Standard Deviation = 
Skewness = 
Kurtosis = 
Variance = 
ERRS Calculated = 
Values Filtered = 
Simulations Executed = 
iterations = 

Percentile Probabilities 
(Chance < = Shown Value) .................... .................... 

0% 
5% 
10% 
15% 
20% 
25% 
30% 
35% 
40% 
45% 
50% 
55% 
60% 
65% 
70% 
75% 
80% 
85% 
90% 
95% 
100% 

mg/kg 
0.0005762351 
0.0005540788 

0.0000221 5622 
100 

0 
3.33935400E - 06 

-0.102157 
2.976878 

1.11512900E-11 
0 
0 
1 

1000 

0.0006 
0.0006 
O.OOO6 
0.0006 
0.0006 
0.0006 
0.0006 
O.OOO6 
0.0006 
0.0006 
0.0006 
O.OOO6 
O.OOO6 
O.OOO6 
0.oOofi 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 

l/(mg/kg/day) 
1.59358 

0.00004887658 
1.593531 

100 
0 

0.3317941 
1.282577 
4.01247 

0.1 100873 
0 
0 
1 

lo00 

0.00004 
0.0026 
0.0043 
0.0063 
0.0083 
0.0103 
0.0121 
0.0138 
0.0159 
0.0184 
0.1541 
0.2441 
0.2771 
0.3108 
0.3458 
0.4356 
0.5354 
0.6471 
0.7631 
1.0123 
1 S936 

----- 
6.281 05600E - 07 
4.6782 1 OOOE - 13 
6.28105200E-07 

100 
0 

4.760747OOE - 08 
. 5.5931 74 

48.95951 
2.266471OOE- 15 

0 
0 
1 

lo00 

4.00000000E- 13 
2.00000000E- 11 
6.00000000E- 11 
1.00000000E- 10 
1.00000000E - 10 
3.00000000E- 10 
4.00000000E- 10 
7.00000000E- 10 
1.00000000E - 09 
1.00000000E-09 
2.00000000E - 09 
3.00000000E- 09 
5.00000000E - 09 
9.00000000E-09 
1.00000000E- 08 
1.00000000E -08 
2.0000OOOOE-08 
4.00000000E- 08 
5.00000000E- 08 
8.00000000E- 08 
6.00000000E- 07 

mg/kg/day 
7.6359 1600E - 07 
2.94429100E- 11 
7.635621 WE-07 

100 
0 

9.26544OOOE- 08 
2.781 5 1 6 
14.06471 

8.58483800E-15 
0 
0 
1 

lo00 

2.00000000E- 11 
3.00000000E- 09 
5.00000000E-09 
8.00000000E-09 
1.00000000E - 08 
1.00000000E-08 
1.00000000E-08 
2.00000000E- 08 
2.00000000E - 08 
3.0000 0000E- 08 
4.00000000E- 08 
5.00000000E-08 
6.00000000E- 08 
7.00000000E-08 
8. 0000OOOOE - 08 
9.00000000E - 08 
1.00000000E-07 
1.00000000E-07 
1.00000000E-07 
2.00000000E-07 
7.00000OOOE - 07 
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Aroclor- 1254 
Ingestion of Vegetables and Fruits - Future On-Site Resident (Adult) 
@RISK: Simulation Statistics 
15- Oct- 1992 CONCENTRATION TOX CONSTANT RISK INTAKE 
Worksheet: AR- 1254.WK3 (in Cell A:B19) (in Cell A:B21) (in Cell A:B22) (in Cell A:B20) 

Units = 
Maximum Result = 
Minimum Result = 
Range of Possible Results = 
Chance of Positive Result = 
Chance of Negative Result = 
Standard Deviation = 
Skewness = 
Kurtosis = 
Variance = 
ERRS Calculated = 
Values Filtered = 
Simulations Executed = 
iterations = 

Percentile Probabilities 
(Chance e = Shown Value) 
=====P=========xI’=: 

0% 
5% 
10% 
15% 
20% 
25% 
30% 
35% 
40% 
45% 
50% 
55% 
60% 
65% 
70% 
75% 
80% 
85% 
90% 
95% 
100% 

m w g  
0.008914941 

o.Oo06341 
0.00828084 1 

100 
0 

0.001226863 
4.656635 
25.1 1493 

1.5051 9400E-06 
0 
0 
1 

lo00 

0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
0.0006 
O.OOO6 
O.OOO6 
O.OOO6 
0.0006 
0.0029 
0.0089 

l/(mg/kg/day) 
6.599708 
3.128019 
3.471689 

100 
0 

0.91 16314 - 0.04345058 
1.868985 

0.831 0718 
0 
0 
1 

lo00 

3.128 
3.7958 
4.1543 
4.5041 
4.5935 
4.6321 
4.6627 
4.6858 
5.2484 
5.3004 
5.3237 
5.3443 
5.3666 
5.3904 
6.4096 
6.4349 
6.4643 
6.4875 
6.5249 
6.5592 
6.5997 

----- 
0,0000 1889871 

6.01594600E- 10 
0.0000188981 1 

100 
0 

1.33277000E-06 
7.565747 
82.29436 

1.77627500E - 12 
0 
0 
1 

lo00 

6.00000000E- 10 
1.00000000E - 08 
3.00000000E - 08 
4.0000OOOOE-08 
6.00000000E- 08 
8.00000000E- 08 
1.00000000E - 07 
1.00000000E - 07 
1.00000000E- 07 
2.00000000E - 07 
2.00000000E-07 
3.00000000E-07 
3.00000000E-07 
4.00000000E-07 
5.00000000E-07 
6.00000000E - 07 
7.00000 WOE - 07 
9.0000OOOOE-07 
1.00000000E-06 
2.OOOOOOOOE-06 

0.0000 1 

mg/kg/day 
2.943083OOE- 06 
9.295691 WE- 11 
2.94299WE - 06 

100 
0 

2.36054200E- 07 
6.377031 
57.44352 

5.5721 6000E- 14 
0 
0 
1 

lo00 

9.00000000E-11 
3.0000oOOOE - 09 
6.0000oOOOE - 09 
9. OOOOOOOOE - 09 
1.00000000E-08 
1.00000000E - 08 
2.00000000E-08 
2.00000000E -08 
3.0000 OOOOE - 08 
4.00000000E - 08 
5.0000oOOOE - 08 
6.00000000E - 08 
7.00000000E-08 
8.0000 O000E - 08 
1 .0000 WOOE - 07 
1.00000000E-07 
1.00000000E-07 
1.0000 O000E - 07 
2.0000 OOOOE - 07 
4.00OOOOOOE -07 
2.00000000E - 06 
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October 1992 Draft 
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Were the site-specific objective(s) of the risk assessment stated? 

Was the scope of the assessment described (e.g., in terms of the 
complexity of the assessment and rationale, data needs, and overview 
of the study design? 

~~ ~~~~ ~ 

Was an adequate history of site activities provided, including a 
chronology of land use (e.g., specifying agriculture, industry, 
recreation, waste deposition, and residential development at the site)? 

Was an initial qualitative overview of the nature of contamination 
included (e.g., specifying in a general manner the kinds of 
contaminants, media potentially contaminated)? 
~ ~~ ~ 

Was a general map of the site depicting boundaries and surface 
topography included, which illustrates site features, such as fences, 
ponds, structures, as well as geographical relationships between 
specific potential receptors and the site? 

Was an adequate "conceptual model" of the site discussed? 

- a qualitative discussion of potential or suspected sources of 
contamination, types and concentrations of contaminants detected 
at the site, potentially contaminated media, as well as potential 
exposure pathways and receptors. 

~~ ~~ 

Was an adequate Data Quality Objectives @QO) statement provided? 

- a statement specifying both the qualitative and quantitative nature 
of the sampling data, in terms of relative quality and intent for 
use, issued prior to data collection, which helps to ensure that the 
data collected will be appropriate for the intended objectives of the 
study. 

October 1992 Draft 
(P:UEBRFPBOA\649\ACHF8 .RW) 8- 1 



CHECKLIST 

Were key site characteristics documented? 

soillsediment parameters (e.g., particle size, redox potential, 
mineral class, organic carbon and clay content, bulk density, and 
porosity) 

hydrogeological parameters (e.g., hydraulic gradient, pWEh, 
hydraulic conductivity, location, saturated thickness, direction, and 
rate of flow of aquifers, relative location of bedrock layer) 

hydrological parameters (e.g., hardness, pH, dissolved oxygen, 
salinity, temperature, total suspended solids, flow rates, and depths 
of rivers or streams; estuary and embayment parameters such as 
tidal cycle, range, and area; as well as lake parameters such as 
area, volume, depth, and depth to thermocline) 

meteorological parameters (e.g., direction of prevailing wind, 
average wind speed, temperature, humidity, annual average and 24 
hour maximum rainfall) 

Were all appropriate media sampled? 

- was there adequate justification for any omissions? 

- were literature estimates employed for omissions in background 
sampling and were they reference property? 

Were all key areas sampled, based on all available information (e.g., 
preliminary assessment, field screening)? 

Did sampling include media along potential routes of migration (e.g., 
between the contaminant source and potential future exposure points)? 

Were sampling locations consistent with nature of contamination (e.g., 
at the appropriate depth)? 

Were sampling efforts consistent with field screening and visual 
observations in locating "hot spots' 

Were detailed sampling maps provided, indicating the location, type 
(e.g., grab, composite, duplicate), and numerical code of each Wple? 

October 1992 Dmtl 
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CHECKLIST 

Item of Concern 

Did sampling include appropriate QA/QC measures (e.g., replicates, 
mlit samples. trip and field blanks)? 

Were background samples collected from appropriate areas (e.g., areas 
proximate to the site, free of potential contamination by site chemicals 
or anthropogenic sources, and similar to the site in topography, 
geology, meteorology, and other physical characteristics)? 

Were any site-related chemicals (e.g., human carcinogens) eliminated 
from analysis without appropriate justification? 

- as infrequently detected chemicals 

- as non-detects in a specific medium without employing a "proxy" 
concentration 

- as common laboratory contaminants even though sample 
concentrations were significantly higher than that found in blanks? 

- as Dresent at a "ubiauitous level"? 

Were inappropriate "proxy concentrations" assigned to site-related 
chemicals? 

- was a value of zero or the instrument detection limit OL) 
assigned? 

- was an erroneous sample-specific quantitation limit employed? 

Were appropriate analytical methods employed for collection of data 
u p n  which risk estimates are based? 

- were the methods consistent with the requisite level of sensitivity? 

- were established procedures with adequate QA/QC measures 
employed? 

Did the data meet the Data Quality Objectives (DQO)? 

- were the sampling methods consistent with the intended uses of 
data? 

October 1992 k t t  
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CHECKLIST 

Were appropriate data qualifiers employed? 

Were special analytical services (SAS) employed when appropriate? 

- was SAS employed as an adjunct to routine analysis in cases where 
certain contaminants were suspected at low levels, as non-TCL 
chemicals, in non-standard matrices, or in situations requiring a 
quick turnaround time? 

Were "reasonable maximum exposures" considered (Le., the highest 
exposures that are reasonably expected to occur)? 

Were current and future land uses considered? 

Was residential land use considered as an alternative future land use? 

- 
Were all potential sensitive subpopulations considered (e.g., elderly 
people, pregnant or nursing women, infants and children, and people 
with chronic illnesses)? 

Were all significant contaminant sources considered? 

Were all potential contaminant release mechanisms considered, such as 
volatilization, fugitive dust emission, surface runoffloverland flow, 
leaching to ground water, tracking by humandanimals, and soil gas 
generation? 

Were all potential contaminant transport pathways considered, such as 
direct air transport downwind, diffusion in surface water, surface 
water flow, ground-water flow, and soil gas migration? 

Were all relevant cross-media transfer effects considered, such as 
volatilization to air, wet deposition, dry deposition, ground-water 
discharge to surface, and ground-water recharge from surface water? 

Were all media potentially associated with exposure considered? 

Were all  relevant site-specific characteristics considered, including 
topographical, hydrogeologid, hydrological, and meteorological 
parameters? 

if not, was a valid rationale provided? 

October 1992 DmA 
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CHECKLIST 

Were all possible exposure pathways considered? 

- was a valid rationale offered for exclusion of any potential 
pathways from quantitative evaluation? 

Were all "spatial relationships" adequately considered as factors that 
could affect the level of exposure (e.g., hot spots in an area that is 
frequented by children, exposure to ground water from two aquifers 
that are not hydraulically connected and that differ in the type and 
extent of contamination)? 

Were appropriate approaches employed for calculating average 
exposure concentrations? 

- was a valid rationale provided for using geometric or arithmetic 
means? 

Were appropriate or standard default values used in exposure 
calculations (e.g., age-specific body weights, appropriate exposure 
frequency and duration values)? 

Was the exclusion of any carcinogen from analysis adequately justified 
(e.g . , were " weight-of-evidence" classifications and completeness of 
exposure pathways considered in this decision)? 

Were appropriate "route-to-route" extrapolations performed in cases 
where a toxicity value was applied across differing routes of exposure? 

- 
Were appropriate toxicity values employed based on the nature of 
exposure? 

- 

were the extrapolations based on appropriate guidance? 

were subchronic vs. chronic RfDs applied correctly based on the 
duration of exposure? 

were all sensitive subpopulations, such as pregnant or nursing 
women potentially requiring developmental W s  (RfDdt9, 
considered in the selection of the toxicity values used? 

Were the toxicity values that were used consistent with the values 
contained within the Integrated Risk Information System (IRIS) or 
other EPA documents? 

- 

October 1992 Dmfl 
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CHECKLIST 

Were exposure estimates and toxicity values consistently expressed as 
either intakes or absorbed doses for each chemical taken through risk 
characterization? 

- was a valid rationale given for employing values based on 
absorbed dose? 

Were all site-related chemicals that were analyzed in the exposure 
assessment considered in risk characterization? 

- were inconsistencies exdained? 

Were risks appropriately summed only across exposure pathways that 
affect the same individual or population subgroup, and in which the 
same individual or population subgroup faces the "reasonable 
maximum exposure," based on the assumptions employed in the 
exposure assessment? 

Were sources of uncertainty adequately characterized? 

Were current and future land uses considered? 

Were all significant contaminant sources considered? 

Were appropriate or standard default values used in exposure I calculations? 

Were the toxicity values that were used consistent with the values 
contained within the Integrated Risk Information System (IRIS) or 
other EPA documents? 
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